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中 文 摘 要 ： 估計機率分佈演算法(Estimation of Distribution 

Algorithms, EDAs)在最近已成為演化式演算法中重要領域之

一，可用來解決困難之組合性最佳化問題，但本計畫主持人

發現過去的研究僅有一個可求解群內最佳化問題之 EDAs，如

多旅行推銷員(Multiple Traveling Salesmen Problems, 

mTSP)或平行機台排程問題(Parallel Machine Scheduling 

Problems, PMSPs)，這些問題同時都包含了指派與順序之最

佳化。基於過去少有 EDAs 演算法求解群內最佳化問題之相關

研究，本研究提出一個自指引基因演算法並結合最小負載指

派法則 (Minimum Loading Assignment rule, MLA rule)，

用此轉化的編碼方式 (Transform-Based Encoding)來切入

mTSP 這類型的問題，其求解間僅 n!，此結果與目前最佳之直

接編碼方式兩段式染色體編碼遺傳演算法(Two-Part 

Encoding Genetic Algorithm, TPGA) 比較，兩段式染色體

編碼求解間仍需 n!*C(n-1, m-1)，因此預期所提出方法會比

TPGA 佳。 

所採用的三十三個測試例題從 TSPLIB 取得，目標函數包含了

極小化總移動距離與極小化最大移動距離，推銷員人數有

2、3、5、10 與 20 人，實驗的結果顯示本研究所提出的

SGGA 演算法結合 MLA 法則後，無論在極小化總移動距離與極

小化最大移動距離，都能比目前最佳的直接編碼方式佳。且

在極小化總移動距離的問題中，在使用三個至十個推銷員

時，目標函數值並不會隨著人數增加而隨之成長，因此本研

究建議之後的 EDAs 研究，採用轉化的編碼方式會比直接編碼

佳。 

 

中文關鍵詞： 估計分佈演算法、群內最佳化問題、多旅行推銷員問題、等

效平型機台排程問題 

英 文 摘 要 ： Estimation of Distribution Algorithms (EDAs) have 

recently been recognized as a prominent alternative 

to traditional evolutionary algorithms due to their 

increasing popularity. The core of EDAs is a 

probabilistic model which directly impacts 

performance of the algorithm. Previous applications 

of EDAs have used algorithms to solve many hard 

problems. However, this researcher found that there 

is one problem which EDAs does not discusses so far. 

It is the in-group optimization problems, such as the 

multiple traveling salesmen problem (mTSP) and 

parallel machine scheduling problem (PMSP) studied in 



this research. These problems include the assignment 

and sequencing procedures in the same time and to be 

shown in different forms. As a result, this research 

proposed an algorithm deal by using the Self-Guided 

GA together with the Minimum Loading Assignment rule 

(MLA) to tackle the mTSP. This strategy is called the 

transformed-based encoding approach instead of the 

direct encoding. The solution space of the proposed 

method would be only n!. We compare the proposed 

algorithm against the best direct encoding technique, 

two-part encoding genetic algorithm (TPGA) and its 

solution space is n!*C(n-1, m-1), in the experiment 

on the 33 instances drawn from the well-known TSPLIB.

The experimental results show the proposed algorithm 

is better than the two-part encoding genetic 

algorithm in terms of minimization of the total 

traveling distance and the maximum traveling distance 

among the salesmen. An interesting result also 

presents the proposed algorithm would not cause 

longer traveling distance when we increase the number 

of salesmen from 3 to 10 persons under the objective 

of minimization of total traveling distance. 

Consequently, this research may suggest the EDAs 

researcher could employ the MLA rule instead of the 

direct encoding in their proposed algorithms. 

英文關鍵詞： Estimation of Distribution Algorithms, In-Group 

Optimization Problems, Multiple Traveling Salesmen 

Problems, Identical Parallel Machine Scheduling 

Problems. 

 



2 緣緣緣由由由與與與目目目的的的：：：

Estimation of Distribution Algorithms (EDAs) uses
the learning while optimizing principle [16] and have
emerged as a prominent alternative to evolutionary
algorithms [7, 10, 32, 13, 21, 26]. Compared with
genetic algorithms (GAs) that employ the crossover
and mutation operators to generate solutions, EDAs
do not use the crossover or mutation. Instead, they
explicitly extract global statistical information from
the previous search and build a posterior probability
model of promising solutions from which new solu-
tions are sampled. It is the most important character-
istic to distinguish EDAs from GAs [31].

A number of the latest papers on EDAs in solving
some NP-hard scheduling problems [14, 7, 5, 9, 32,
21] have shown that EDAs are able to perform effec-
tively. Ceberio et al. [5], in particular, extensively
tested 13 famous permutation-based approaches in
EDAs on four well-known combinatorial optimiza-
tion problems, including Travelling Salesman Prob-
lem (TSP), Permutation Flowshop Scheduling Prob-
lems (PFSPs), Linear Ordering Problem (LOP), and
Quadratic Assignment Problem (QAP). Their paper
has provided a good basis for comparison.

Even though EDAs was effective in solving var-
ious hard problems, there is a problem that EDA
is not discussed extensively. To the best of our
knowledge, only one EDAs proposed by Shim et
al. [26] is able to solve in-group optimization prob-
lems, such as the Multiple Traveling Salesmen Prob-
lems (mTSP) and the Parallel Machine Scheduling
Problems (PMSPs) belonged to this category [2]. In-
group optimization problems involve the assignment
and routing/sequencing procedures in the same time.
Take mTSP for example, a number of n cities are as-
signed to m salesmen and these n cities are visited
once by a salesman where n > m. It is apparently
that this problem is a NP-Hard problem.

Due to there was only a few EDAs could solve
the in-group optimization problems, there is much
room to do the research on them. Besides, in-group
optimization problems are very practical in industry,
such as the application of mTSP. this research pro-
posed an algorithm deal by using the Self-Guided
GA together with the Minimum Loading Assign-
ment rule (MLA) to tackle the mTSP. This strategy
is called the transformed-based encoding approach
instead of the direct encoding. The solution space
of the MLA would be only n!. We compare the
proposed algorithm against the best direct encod-

ing technique, two-part encoding genetic algorithm
(TPGA)[4], in the experimental section. It is no-
table that solution space of the two-part encoding ap-
proach is n!(n−1

m−1). The proposed method MLA, con-
sequently, is better than the two-part encoding tech-
nique. A better solution quality is expected when
SGGA works with MLA method.

3 研研研究究究報報報告告告應應應含含含的的的內內內容容容

3.1 Encoding Methods for solving in-
group optimization problems

This project already advocates the importance of the
research direction in previous sections. Because the
exact algorithms [12, 18, 20] may not tackle with
the large size problems efficiently, evolutionary algo-
rithms (EAs) is one of the commonly used. The first
important step of using EAs is to select the appropri-
ate encodings. The solution representations may fall
into the two classes, the direct and the transformed-
based encoding methods [2].

There are five major direct encodings of the
EAs, including the one-chromosome [28], two-
chromosome [19, 22], two-part chromosome [4],
matrix representation [1] and grouping genetic al-
gorithms [3, 11, 17, 23, 27]. Then, [1] proposed a
matrix representation of the N jobs on M machines,
whose size is M × N . Each row indicates that the
parallel machines and the processing sequence of the
jobs on it. When there is no jobs to be processed
on that machine, number 0 is inserted to the blank
spaces. As a result, it is apparently that the memory
usage is not efficient. That is, M × N − N spaces
are unused if we apply this encoding technique. In
GGA, it commonly uses an array of jobs for for each
machines which shows the processing order of the
jobs assigned to that machine [29]. Kashan et al.
[15] further extends the GGA into the grouping ver-
sion of the particle swarm optimization algorithm.

In these direct encoding techniques, the best ap-
proach could be the two-part chromosome technique
according to Carter and Ragsdale[4]. When we have
n items and m groups, the solution space of one
chromosome needs (n + m − 1)!. Two chromo-
some approach takes n!mn and the size of the two-
part chromosome is n!

(
n−1
m−1

)
. Due to the two-part

chromosome technique takes less solution space to
do the explorations, this study selects this encoding
technique to be compared with the proposed EDAs.



The first estimation of distribution algorithm for
mTSPs is to apply the one-chromosome represen-
tation [26]. Because there are m − 1 pseudo cities
introduced in the chromosome, every chromosome
consists of n+m− 1 genes. As a result, the dimen-
sion of their probability model Pr(x) by computing
the marginal probability of each city isN×N where
N is n+m− 1.

The second major encoding type is to separate
sequencing and assignment decisions because the
complex encoding may yield poor results [24]. Its
encoding strategy utilizes the permutation encoding
first and then assign the items onto the groups at
every stage. This separated method is applicable
on the complex flowshop problems when there are
many parallel machines in the flowshop. Ruiz and
Maroto[24] names it as the priority rules for hybrid
flowshops. Wang et al. [30] calls it as the earliest
completion factory (ECF) rule for solving the dis-
tributed permutation flow-shop scheduling problem.
Salhi et al. [25] selects the index of the machine
that allows a job which has the fastest completion
time for solving the complex flowshop scheduling
problems. Because the transformed-based encoding
method might be efficient, this research adopts this
approach instead of the direct encoding. In addi-
tion, several EAs could apply the assignment rule
and then solve the in-group optimization problems.
To evaluate the performance of the algorithms stud-
ied in this research, we select the mTSP to do the
extensive comparisons.

3.1.1 Assignment Rule in the mTSP problems

Given a set of city sequence π1, π2, ..., πn in π and
these cities are not assigned to any salesman yet.
This sequence π could be decoded to by assigning
the cities to salesmen. That is, the this assignment
rule is executed in the fitness function of each chro-
mosome. The rule we called is the minimum loading
assignment (MLA) rule. The following pseudo code
illustrates the MLA rule.

In the beginning, the first m cities are assigned to
them salesmen and we calculate the objective values
of each salesman. The objective function of mTSP
would be the total traveling distance or the maximum
traveling distance among the salesman. After that,
we do the MLA rule iteratively for the unassigned
cities. MLA rule assigns the first unassigned city in
the sequence π to a salesman when it causes the min-
imum objective value. This assigned city is removed

Algorithm 1 Minimum loading assignment rule
Require:

i: The position of a city in the sequence π
k[i]: The current number of assigned cities of a
salesman i
Ωi

k[i]: The
1: i← 1
2: while i ≤ m do
3: k[i]← 1
4: Ωi

k[i] ← πi
5: i← i+ 1
6: k[i]← k[i] + 1
7: end while
8: while i ≤ m do
9: Select a salesman j who could process the πi

with the minimum objective value
10: Ωj

k[j] ← πi
11: i← i+ 1
12: k[i]← k[i] + 1
13: end while

from the π. This rule is not stopped until there is
no city in the π. By using the rule, it means the as-
signed city could be assigned to a salesman who has
the less loading. It also implies that this assigned city
might be closed to the last city visited by the sales-
man so that a far away city would not be considered.
Through the MLA rule, it is able to be extended to
the parallel machine scheduling problem with setup
consideration or the distributed flowshop scheduling
problem.

3.1.2 Transformed-Based Encoding in Self-
Guided Genetic Algorithm

After we introduced the assignment rule in mTSP,
this section describes the detail procedures of the
Self-guided GA. The benefits of the proposed
method are preserving the salient genes of the
chromosomes, and exploring and exploiting good
searching directions for genetic operators. In addi-
tion, since the probabilistic difference provides good
neighborhood information, it can serve as a fitness
function surrogate. The detailed procedure of the
Self-guided GA is described as follows:

Step 1 is the initialization of a population. The se-
quence of each chromosome is generated randomly.

Step 2 initializes the probability matrix P (t) and
the matrix size is n− by−n, where n is the problem
size. Step 7 builds the probabilistic model P (t) after
the selection procedure.In Step 8 and Step 9, P (t) is



Algorithm 2 MainProcedure of Self-guided GA()
Population: A set of solutions
Generations: The maximum number of generations
P (t): Probabilistic model
t : Generation index

1: Initialize Population
2: t← 0
3: Initialize P (t)
4: while t < generations do
5: EvaluateFitness (Population)
6: Selection/Elitism(Population)
7: P (t + 1) ← BuildingProbability-

Model(Selected Chromosomes)
8: Self-Guided Crossover()
9: Self-Guided Mutation()

10: t← t+ 1
11: end while

employed in the self-guided crossover operator and
the self-guided mutation operator. The probabilis-
tic model will guide the evolution direction, which
is shown in Section 3.1.4 and Section 3.1.3. In this
research, the two-point central crossover and swap
mutation are applied in the crossover and mutation
procedures for solving the mTSP under this study.

We explain the proposed algorithm in detail in the
following sections. We explain how the probabilistic
model guides the crossover and mutation operators.

3.1.3 Crossover Operator with Probabilistic
Model

The idea of Self-Guided Crossover is the same with
Self-Guided Mutation, which employs the probabil-
ity differences of the mating chromosomes by using
the Eq. 1. By doing so, we could evaluate which
chromosome is mated with a parent solution. For the
detail description, please refer in [6].

∆ = ∆1 −∆2 =

n∏
p∈(CP1 to CP2),g=[p]

P (Candidate1gp)−

n∏
p∈(CP1 to CP2),g=[p]

P (Candidate2gp). (1)

3.1.4 Mutation Operator with Probabilistic
Model

Suppose two jobs i and j are randomly selected and
they are located in position a and position b, respec-
tively. pia and pjb denote job i in position a and job

j in position b. After these two jobs are swapped,
the new probabilities of the two jobs become pib and
pja. The probability difference ∆ij is calculated as
Eq. 2, which is a partial evaluation of the probability
difference because the probability sum of the other
jobs remains the same.

∆ij = P (X ′)− P (X)

≈
n∏

p/∈(aorb),g=[p]

Pt+1(Xgp)[(pibpja)− (piapjb)].
(2)

Now that the part of
∏n

p/∈(aorb),g=[p] Pt+1(Xgp) is
always ≥ 0, it can be subtracted and Eq. 2 is simpli-
fied as follows:

∆ij = (pibpja)− (piapjb). (3)

∆ij = (pib + pja)− (pia + pjb). (4)

If ∆ij is positive, it implies that one gene or both
genes might move to a promising area. On the other
hand, when ∆ij is negative, the implication is that at
least one gene moves to an inferior position.

On the basis of the probabilistic differences, it
is natural to consider different choices of swapping
points during the mutation procedure. A parame-
ter TM is introduced for the self-guided mutation
operator, which denotes the number of tournaments
in comparing the probability differences among the
TM choices in swap mutation. Basically, TM ≥ 2
while TM = 1 implies that the mutation opera-
tor mutates the genes directly without comparing
the probability differences among the different TM
choices.

When TM = 2, suppose the other alternative is
that two jobs m and n are located in position c and
position d, respectively. The probability difference
of exchanging jobs m and n is:

∆mn = (pmd + pnc)− (pmc + pnd). (5)

After ∆ij and ∆mn are obtained, the difference be-
tween the two alternatives is as follows:

∆ = ∆ij −∆mn. (6)



If ∆ < 0, the contribution of swapping job m
and n is better, so we swap job m and n. Other-
wise, jobs i and j are swapped. Consequently, the
option of a larger probability difference is selected
and the corresponding two jobs are swapped. By ob-
serving the probability difference ∆, the self-guided
mutation operator exploits the solution space to en-
hance the solution quality and prevent destroying
some dominant genes in a chromosome. Moreover,
the main procedure of the self-guided mutation is Eq.
6, where the time-complexity is only a constant after
the probabilistic model is employed. This approach
proves to work efficiently.

To conclude, the Self-guided GA is obviously dif-
ferent from the previous EDAs. Firstly, the algorithm
utilizes the transformed-based encoding instead of
using the direct encoding used by Shim et al. [26].
Secondly, the proposed algorithm explicitly samples
new solutions without using the crossover and mu-
tation operators. The Self-guided GA embeds the
probabilistic model in the crossover and mutation
operators to explore and exploit the solution space.
Most important of all, the algorithm works more effi-
ciently than previous EDAs [26] in solving the mTSP
because the time-complexity is O(n) whereas the
previous EDAs needs O(n2) time.

3.2 Experimental Results of the Pro-
posed Algorithm

We conducted extensive computational experiments
to evaluate the performance of Self-guided GA to-
gether with the MLA rule in solving the mTSP. The
proposed algorithm was compared with the bench-
mark encoding algorithm, Two-Part chromosome
GA, from the literature [4]. In addition, we employ
the genetic operators and parameter settings of Two-
Part chromosome genetic algorithm suggested Chen
and Chen [8]. The genetic operators are the two-
point crossover operator and the swap mutation op-
erator. As a result, it ensures we do a fair compari-
son between the proposed algorithm with the bench-
mark encoding algorithm. Besides, a standard ge-
netic algorithm (SGA) also applies the MLA rule
which could show the performance enhanced by the
assignment rule proposed by this research.

The objective functions include minimize the total
traveling distance and the maximum traveling dis-
tance which are shown in Section 3.2.1 and Section
3.2.2, respectively. We implemented the algorithms
in Java 2 on a Windows 2003 server (Intel Xeon 3.2

GHZ).

Across all the experiments, we replicated each in-
stance 30 times on the 33 instances from the well-
known TSPLIB. We assume the first city of each in-
stance is the home-depot. The size of these instances
is from 48 to 400. The number of salesmen is rang-
ing from 2, 3, 5, 10, and 20. As a result, we conduct
extensive experiments to evaluate the proposed algo-
rithm under different circumstances.

3.2.1 Results of the total traveling distance

The firsrt objective evaluates the total distances trav-
elled by the m salesmen. It reflects the total cost
of the assignment. Fig. 1 shows the main effects
plot on the method comparison and the differences
of the number of salesmen we assign. This fig-
ure clearly illustrates the SGGA and SGA (denoted
GAHeuristic) are better than the Two-Part encod-
ing GA (named GATwoPart). It means the MLA
rule, i.e. the transformed-based method, could be
a promising approach which is better than the di-
rect encoding method. Then, when the number of
salesmen increased, especially there are 20 sales-
men could be assigned, the total distance is increased
greatly. As a result, it implies the inefficiency if we
request too many salesmen in terms of the manage-
rial perspective.

Figure 1: Main effects plot on the total traveling dis-
tance of the compared algorithms

Fig. 2 depicts the interaction plot between the fac-
tor method and the number of salesmen. It might
be interesting to see the SGGA and SGA that do
not yield the longer total traveling distance when the
number of salesmen increased from two to 10 sales-
men. However, Two-Part encoding GA may auf-
fer the pain of the number of salesmen increased.
This figure could distinguish the effectiveness for the
transform-based rule to the direct encoding method.



Finally, if a manager would like to determine how
many salesmen is required, the lowest total traveling
distance would be ten according to this interaction
plot.

Figure 2: Intreaction plot on the total traveling dis-
tance of the compared algorithms

Finally, the detail result of the three compared al-
gorithms is shown in Table 1.

3.2.2 Results of the maximum traveling distance

When it comes to the second objective tested by the
three algorithms, the maximum traveling distance is
used. The algortihms would minimize the loading
of a salesman who has the highest loading. As a
result, this objective presents the balanced loading
among the salesmen. In Figure 3, both SGGA and
SGA are remain better than Two-Part encoding GA
while SGGA is slightly better than SGA. The pri-
mary reason would be the MLA rule which selects a
suitable salesman during the assignment phase. The
maximum traveling distance, thus, is reduced based
on the rule.

Figure 3: Main effects plot on the maximum travel-
ing distance of the compared algorithms

When there are tweenty salesmen are assigned
(see Fig. 4, it causes the lowerest maximum load-

ing of a salesman. It is a reasonable result because
the loading could be distributed to many salesmen.
Compared the results obtained by prior section, if a
manager assigns 20 salesmen, it causes the longest
total traveling distance. Hence, the two objectives
present the trade-off and should be considered simul-
taneously.

Figure 4: Intreaction plot on the maximum distance
of the compared algorithms

Table 2 is the complete results of the three com-
pared algorithms. It would show the SGGA and
SGA is better than the Two-Part encoding GA.

4 Conlcusions

This study solve the in-group optimization problems
which is rarely solved by the EDAs. A new EDAs
SGGA was proposed, which works with the MLA
rule together. In addition, because the MLA rule
is classified in the category of transform-based en-
coding, the proposed algorithm is compared with the
two-part encoding GA which is is the best direct en-
coding strategy so far. We evaluate these algorithm
by solving the mTSP problem under 33 instances
drawn from TSPLIB. The experimental results show
the SGGA with the MLA rule outperforms the Two-
Part encoding GA in both the total traveling distance
and the maximum traveling objectives. It reveals the
proposed algorithm is capable for solving the mTSP
problem well. In addition, the MLA rule is also ef-
fective and could be applied on some GAs that orig-
inally designed for the permutation type problems.
As a result, this research provides an insightful re-
sults for the researchers who are doing the schedul-
ing problems and could move toward the in-group
oprimization problems.
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The two things equity investors are most concerned with are: 1) stock picking - finding a good investment target, and 2) 

timing of purchase and sale. That said, these two things will be the main theme of this research. Although common technical 

indicators are being widely used by investors to determine time to enter market, these techniques have been used by too many, 

obtaining these information have been made relatively easy, thus making these references less valuable. In addition, past 

technical indicators did not take into consideration the relationship between stock prices and trading volume. Many 

researches have shown that using a single variable as the basis of investment is insufficient and unwise. In view of the above, 

this research will propose a new technical indicator that takes into consideration both stock price and trading volume at the 

same time, thus making it superior in terms of investment timing.  This research involves seven scenarios of the price-

volume relationship, converts the daily transaction data of individual stocks into daily scores, then takes the scores and 

transforms those into short-term, as well as long-term moving averages. The crossing of the two averages will be used to 

predict the trend of the stock prices in the future, thus indicating the timing of investments. For example, when short-term 

moving average line breaks above the long-term moving average, it indicates a buy; when short-term moving average falls 

below the long-term moving average, it indicates a sell. Based on the empirical test results, the performance of the strategy 

discussed in this research was comparable with historical records, but involves less transactions while being easy to use. We 

can conclude from this that the new technique can provide investors a more valuable market reference. 

 

1. Introduction 

Technical analysis of stock trends is used to help investors 

with timing decisions, while the most frequently used technical 

indicators revolve around stock prices (Li, 2010; Wu, 2010; Guo, 

2008; Lin, and Li, 2006), and only a few are based on trading 

volumes (Cambell et al., 1992). Blume et al. (1994) indicated 

that trading volume can reflect new information in a timely 

manner, and changes in trading volume can efficiently reveal 

market reaction to the information. Relevant studies have proven 

the importance of trading volume (Gao, 2008; Lai et al., 2008). 

In view of the researches done by the above mentioned scholars, 

it can be said that both changes in stock price and changes in 

trading volumes have significant impact on the stock market’s 

movement and trends, and none can be left alone. 

However, when looking at the commonly used technical 

indicators, it can be found that regardless of whether it is a price-

based or a volume-based technical indicator, the stock price or 

the trading volume is the sole variable that is being considered. 

For this reason, movements in the stock price and trading volume 

cannot be measured simultaneously. The first and foremost 

objective of this research is to develop a bivariate technical 

indicator that takes into account both stock price and trading 

volume, and this technique would assist investors in making 

superior timing decisions for trades. We hereby name this 

technical indicator the Quantity and Price Indicator (QP). 

This research takes stock’s daily price and trading volume, and 

converts those into QP index values using the pre-determined 

conditions. Then, by calculating the QP Index, the long term 

exponential moving average (EMA) and short term EMA can be 

constructed, and crossings of the lines would serve as buying or 

selling signals. In order to test the QP Index proposed in this 

research, empirical research will be conducted in both stock 

markets in the United States and Taiwan, and the result will be 

compared against previous literatures. Section Two contains a 

detailed description of the QP Indicator in explaining how it 

takes into consideration both stock’s closing price and trading 

volume. Empirical result of proposed technique is compared to 

previous researches in Section Three, while Section Four is the 

conclusion of this research. 

2. Research Method 

Both stock’s price and trading volume are crucial factors that 

affect investment decisions. However, technical indicators in the 

past are not able to consider both trading volume and price at the 

same time. That said, this research proposes a new Quantity and 

Price Indicator (QP), which requires inputs from daily closing 

prices and trading volumes, then translates those into a daily QP 

Index value. Details of the calculation procedures are outlined in 

Section 2.1. After obtaining the QP Index value, the long term 

and short term QP Index moving averages can be constructed. 

Based on the property and moving averages, crossings of the two 

moving average lines would be seen as signals for buy or sell. 

Section 2.2 includes a detailed description of this theory. Steps 

for calculating the return on investment is listed in Section 2.3. 

2.1 QP Indicator 

Building on the basis of the Cumulative Price and 

Volume Scoring System designed by Hu (2009), QP 

Indicator uses stock’s daily price and volume relationship 

and defines a set of rules to evaluate each stock based on 

the changes of the stock’s closing price and trading 

volume from the previous day. Also taking into 

consideration previous research conclusion of increased 

possibility of price rebound or reversal following 

significant volume increases, the QP Indicator’s decision 
Contact: Shih-Hsin Chen, Dept. of Electronic Commerce 

Management, Nanhua University, No. 55, Sec. 1, Nanhua 

Rd., Zhongkeng, Dalin Township, Chiayi County 62248, 

Taiwan (R.O.C.), +886-5-272-1001 ext. 56534, +886-5-242-
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rule has included the factor of trading volume increases. 

With this, there would be a total of seven price-volume 

patterns, serving as the basis for evaluating each individual 

stock. 

QP Indicator is given a score of 3 when there is an increase to 

stock price while trading volume surges to 1.3 times of the 5-day 

moving average. The second scenario is when the stock price 

rises and trading volume shows an increase of 5% to 30% from 

the 5-day moving average, the QP Indicator is given a score of 2. 

The third scenario happens when the stock price moves up for 

two consecutive days but trading volume has fallen, the QP 

Indicator is given a score of 1. 

The fourth rule applies when the stock price falls for two 

consecutive days while trading volume decreases, QP Indicator 

receives a score of -1. The fifth rule applies when there is 

downward movement accompanied by a 5% to 30% increase in 

trading volume to the 5-day moving average, the QP Indicator 

receives a score of -2. According to the sixth rule, the QP 

Indicator receives a score of -3 when the stock price falls and the 

trading volume surges to 1.3 times of the 5-day moving average. 

Finally, when closing price is unchanged or when none of the 

above scenario applies, the QP Indicator is given a score of 0. 

Using mathematical formulas, the seven situations on the QP 

Indicator proposed in this study can be expressed as below: 

t ：Trading day 

Pt ：Stock’s closing price on day t  

Qt ：Stock’s trading volume on day t  

5Qma ：Moving average on trading volume of the most recent 5 days 

)( xft ：Score for QP Indicator on day t  

 

 

ft(x)=

3, if Pt >Pt-1 and Qt >Qma5*1.3

2,if Pt >Pt-1 and Qma5*1.3 >Qt and Qt >Qma5*1.05

1,if Pt >Pt-1 and Pt-1 > Pt-2 and Qt <Qt-1

-1,if Pt <Pt-1 and Pt-1 < Pt-2 and Qt <Qt-1

-2,if Pt <Pt-1 and Qma5*1.3 >Qt and Qt >Qma5*1.05

-3,if Pt <Pt-1 and Qt >Qma5*1.3

0, f Pt =Pt-1 or otherwise

ì

í

ï
ï
ï
ï

î

ï
ï
ï
ï

 (1) 

Explanation of Method: 

1. Consider individual stock’s daily change in price and 

volume. When today’s price ( Pt ) is higher than that of the 

day before ( Pt - 1), and trading volume today (Qt ) surges 

to 1.3 times of the 5-day moving average (Qma5).  

2. When price today ( Pt ) is higher than that of the 

previous day ( Pt - 1), and when trading volume today 

(Qt ) is 5% to 30% more than that of the previous day 

(Qt - 1). 

3. When price today ( Pt ) is higher than that of the 

previous day ( Pt - 1), and when the price on the previous 

day ( Pt - 1) is higher than that of the day before ( Pt - 2 ), 

while trading volume for today (Qt ) is less than that of the 

previous day (Qt - 1).  

4. When price today ( Pt ) is lower than that of the previous 

day ( Pt - 1), and price of the previous day ( Pt - 1) is 

lower than that of the day before ( Pt - 2 ), while trading 

volume for today (Qt ) is less than that of the previous day 

(Qt - 1). 

5. When the price today ( Pt ) is lower than that of the 

previous day ( Pt - 1), and when the trading volume today 

(Qt ) is higher than that of the previous day (Qt - 1) by 

5% to 30%. 

6. When the price today ( Pt ) is lower than that of the 

previous day ( Pt - 1), and when the trading volume today 

( Qt ) surges to 1.3 time of the 5-day moving average 

(Qma5).  

7. When price today ( Pt ) is the same as that of the 

previous day ( Pt - 1), or when none of the previous six 

scenarios applies. 

2.2 Long term and short term moving averages 

based on QP Indicator 

With the calculation method described above, each individual 

stock has a daily score that ranges between 3 and -3. Then based 

on the property of moving averages, the short term moving 

average ( Avgx ) and long term moving average ( Avgy ) are 

constructed respectively based on each stock’s daily score. When 

the short term x-day moving average line crosses the y-day 

moving average line from below while the value of the x-day 

moving average line is lower than 0, then it signals for buy (also 

called the Golden Crossover). On the other hand, when the x-day 

moving average line crosses the the y-day moving average line 

from above while the value is bigger than 0.5, then it signals for 

sell (Death Cross). Below are the definitions and formulas for the 

short term and long term moving averages: 

Avg ：Moving average 

yx , ： x  and y  each stands for the number of days 

for the short term and long term moving average 

ft ：Value of the QP Indicator on day t  

 





x
i

xifx
Avg

1
/)( ， (2) 

1,,2,1,  txtxtxti  ,  

Buy and sell signals from the cross up or cross down of short 

term and long term moving average lines as follows: 
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Golden Cross: 
x

Avg >
y

Avg ，and
x

Avg < 0 (3) 

Death Cross: 
x

Avg <
y

Avg ，and 
x

Avg > 0.5 (4) 

2.3 Measuring return on investment 

The return on investment for each trade (R) is calculated by 

subtracting the closing price on the purchase day (BC) from 

closing price on the selling day (SC), then dividing that by the 

closing price on the purchase day (BC), and multiply that by 

100%. The calculation is explain as below: 

SC ：Closing price on the selling day 

BC ：Closing price on the purchase day 

R ：Sum of return on investment 

Ri ：Return on investment of each stock on one trade 

i ：Each trade 

n ：Number of trades 

 

%100*
BCi

BCiSCi
Ri


  (5) 

Adding up the return on investment for each trade yields the 

sum of return on investment for each individual stock. 






n

i

RiR

0

 (6) 

3. Analysis of empirical results 

To prove the validity of the technique proposed herein, the 

research will compare itself against various previous literatures 

(Chang et al., 2011; Chang, Fan & Liu, 2009; Giles, Lawrence & 

Tsoi, 2001; Mallick, Lee & Ong, 2008), of which all of the 

academics involved have proposed new methodologies to predict 

buy and sell points. The comparison will be made in the context 

of a total of six U.S. stocks while taking into consideration of 

three different market trends, being upward, flat and downward 

markets. The stocks selected for the empirical studies in the 

previous literatures also included U.S. and Taiwanese stocks. U.S. 

stocks include Apple Inc. (AAPL), The Boeing Company (BA) 

and Verizon Communications Inc. (VZ), which each represents 

for upward, sideways, downward market trends respectively. 

The time interval also follows that of the previous literature. 

Training period for the U.S. stocks was between January 2, 2008 

to December 30, 2008, while the testing period was between 

January 2, 2009 to June 30, 2009. 

At the same time, since the new indicator utilizes the concept 

of moving averages, the collection of data used for purpose of 

comparison would have to be pushed to earlier to avoid 

interference to the calculation of x-day and y-day moving 

averages. That said, the actual testing data would have to be 

adjusted backward to the appropriate date; for example, for a 10-

day long term moving average, testing data would have to be 

adjusted backward for 9 days. 

3.1 Results for the training interval 

This research translates each stock’s daily changes in price and 

trading volume into daily scores. The scores ranges between 3 

and -3, and then are transformed into x-day short term and y-day 

long term moving average lines. Through the crossing of the two 

moving average lines, buy and sell opportunities are being 

identified. Below, (x, y) will be used to represent value of a 

combination of short term and long term moving averages. 

Based on the return on investment from the trainning results, 

the best days combination for Apple Inc. was (6,14), representing 

the buy/sell point at MA6 > MA14 which is the Golden Cross, 

and MA6 < MA14 is the Death Cross. The best days 

combinations are (6,12) for The Boeing Company, (5,10) for 

Verizon Communications Inc., (6,10) for AU Optronics 

Corporation, (6,13) for EPISTAR, and (5,9) for United 

Microelectronics Corporation respectively. 

3.2 Empirical results for the testing interval 

U.S. Stocks selected for the empirical study include Apple Inc., 

The Boeing Company, and Verizon Communications Inc. 

According to the training data, the term combination for Apple 

Inc. would be (6,14). Looking at the short term and long term 

moving average lines of Apple Inc. (see Figure 1), and the actual 

buy / sell points during the testing period (please refer to Figure 

2), a Golden Cross appeared on January 23, 2009. On the same 

date, the stock would be purchased at a price of $88.36. This 

holding would be sold on the Death Cross that happened on 

February 25, 2009 at $96.46, resulting in a gain of 9.17%. The 

second purchase would be on March 6, 2009 at $85.30, and then 

would be sold on April 17, 2009 at $123.42, resulting in a 

44.69% gain. The third transaction would happen on June 23, 

2009 at $134.01, and then would be sold on June 30, 2009 at 

$142.43 with a gain of 6.28%. 

 
Figure 1: QP moving average lines for Apple Inc. 

 
Figure 2: Buy and sell points for Apple Inc. 
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Table 1: Transaction records on Apple Inc. 

Item 
Date of 

Purchase 

Purchase 

Price 

Date of 

Sell 

Selling 

Price 

Rate of 

Return (%) 

1 2009/1/23 88.36 2009/2/5 96.46 9.17 

2 2009/3/6 85.3 2009/4/17 123.42 44.69 

3 2009/6/23 134.01 2009/6/30 142.43 6.28 

Total     60.14 

Three trades were conducted during the empirical testing 

period, and the rate of return for the trades were 9.17%, 44.69% 

and 6.28% respectively, for a total return of 60.14%. The average 

rate of return per transaction would be 20.05%. 

According to the training data, the term combination for The 

Boeing Company would be (6,12). The short term and long term 

moving average lines for the second stock, being The Boeing 

Company, as well as the actual buy/sell points during the testing 

period are shown in Figure 3 and 4. Because the QP Indicator’s 

short term moving average line crossed up through the long term 

moving average line on January 22, 2009, a purchase for BA 

would be made on the same day at a price of $42.26. This 

purchase would then be sold on February 9, 2009 at a price of 

$42.80, yielding a return of 1.28%. The second transaction would 

happen on March 3, 2009 at a purchase price of $29.36, and 

would then be sold on May 6, 2009 for a return of 50.54%. The 

same principal for trading applies for VZ. 

 
Figure 3: QP moving average lines for The Boeing Company 

 
Figure 4: Buy and sell points for The Boeing Company 

Table 2: Transaction records on The Boeing Company 

Item 
Date of 

Purchase 
Purchase 

Price 
Date of 

Sell 
Selling 
Price 

Rate of 
Return (%) 

1 2009/1/22 42.26 2009/2/9 42.8 1.28 

2 2009/3/3 29.36 2009/5/6 44.2 50.54 

Total     51.82 

Two trades were conducted during the empirical testing 

period, and the rate of return for the trades are 1.28% and 

50.54% respectively, for a cumulative return of 51.82%. The 

average rate of return per transaction would be 25.91%. 

 
Figure 5: QP moving average lines for Verizon Communications 

Inc. 

 
Figure 6: Buy and sell points for Verizon Communications Inc. 

Table 3: Transaction records on Verizon Communications Inc. 

Item 
Date of 

Purchase 
Purchase 

Price 
Date of 

Sell 
Selling 
Price 

Rate of 
Return (%) 

1 2009/1/22 30.16 2009/6/24 30.8 2.12 

Total     2.12 

3.3 Comparison with previous literatures 

A total of six stocks were being selected as subjects for this 

research, three of which were U.S. stocks. The study utilized the 

new technical indicator that is proposed by this report. 

During the testing period, twelve transactions were being 

conducted. The average rate of return for the six stocks was 

38.02%. Chang e al. (2011) conducted a total of 54 trades with a 

average return of 38.22%. The table below is a comparison 

between the results of this research and previous literatures. 
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Table 4: Rate of return and number of trades for individual 

stocks 

Literature Stock APPL BA VZ 
Cumulative 

Average 

Giles et al. 

(2001) 

Rate of 

Return (%) 
8.02 -20.42 13.42 0.34 

No. of 

trades 
2 2 4  

Mallick et al. 

(2008) 

Rate of 

Return (%) 
10.2 15.38 12.94 12.84 

No. of 

trades 
10 14 8  

Chang et al. 

(2009) 

Rate of 

Return (%) 
12.97 17.5 27.72 19.40 

No. of 

trades 
23 20 11  

Chang et al. 

(2011) 

Rate of 

Return (%) 
61.28 38.03 15.36 38.22 

No. of 

trades 
13 11 4  

This research 

Rate of 

Return (%) 
60.14 51.82 2.12 38.02 

No. of 

trades 
3 2 1  

Out of all the stocks, Apple and Boeing were the best 

performing ones, with each of them ending up with a return of 

over 50 percent. The average rate of return of all the stocks was 

38.02%, which was slightly lower than the 38.22% in previous 

literatures. However, the number of transactions for the previous 

literature was fifty two times, which is a lot higher than that the 

twenty eight trades for this research. When taken into account 

transaction costs, return from this research would be higher than 

that of the literature. 

From the empirical test, it could be proven that although return 

from this research is slightly lower than that of the literature, but 

the average rate of return per trade would be significantly higher. 

That said, if transaction cost is a constraining factor that needs to 

be taken into consideration, this research results in a lower fee. 

With this in mind, the QP Indicator that is proposed in this study 

would be of value to investors. 

4. Conclusion and recommendation 

This research proposes a new QP Indicator as a technical 

indicator that not only takes into consideration changes in stock 

prices, but also emphasizes on the value of monitoring trading 

volume. This new method employes the property of moving 

averages to calculate short term and long term moving average 

lines, and utilizes the relationship between these lines to identify 

the best timing for trades. Through comparison with previous 

literatures, this new method is seen to be able to generate gains 

for stocks in upward, sideways, and downward trends. Although 

the cumulative return on investment is less than 0.5% shy of that 

from literature, the number of trades is limited to twelve times, 

which is less than the fifty four times required to generate the 

higher return from the previous study. This decreased number of 

transactions avoids the case of frequent trading signals, as well as 

the transaction costs (or transaction taxes) that are triggered by 

the excessive trading that would erode on gains. Taking the 

related costs into consideration, the performance of the method 

proposed by this research would exceed the return of previous 

studies. Other than that, this new indicator would be applicable to 

the U.S. markets. 

The advantage of the QP Indicator would be its ease of 

understanding and execution. Only simple calculations are 

required to identify superior buying and selling opportunities. 

Also, different combinations of short term and long term moving 

averages would allow investors the flexibility to choose between 

suitable parameters for short term, medium term, and long term 

investments. 
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