FHRERTRFELE € =07

P9 E F RS

2}
[

FEAFEFF 2 PP R A2

GRS 2GS

R W OB
HFH R
# o7 O

DO s A

: NSC 97-2221-E-343-004-
D97 E 082 0l p 2 98 & 072 31F
DR EABT IS

T

A ERA-JEMEAR g
-\.EF"’—’}L iF BhIE 5 E’E’\;l—':-;{l
BlripEmy 4@ g o Ry

PR RR R e R 2 LR

AT ENE RN G HEMAR 2 &S OR

P& R K 98 #1077 300p

%39



= _ KN < . Y P e > ] iﬁ%
FRRATFELR ¢ EHm T3 E RiE2
FRAFFF2ZHRPERE 7S 2
Eaas M rHArE O FEARYE
3% e 0 NSC 97-2221-E-343-004
HEHF: 97 &# 08 7"0lpx 98 £077 31p
TEAFA T
e IR =S
PEREAR PSS EF
SRFL UGS P FERTH) WHEFEE =z
=

*ﬁ%ﬁﬁé%UT@@afwﬁ:
E N RGNS S0 R AN -

MIENEN- Tt BUE S il ff:'él;’f - &

W R s RcERLEEF R 2HY -
(R & TR Mg 43— &

Ay
i



THRRATRFELREE AT I SHS

24 B T NSC 97-2221-E-343-004
HEHF: 97 & 08 70lp 3 98 £07731p
S ERCRUHES S P RS R EE A N

RS

APFFR-B Y S %ﬁﬁﬁ%?ﬁﬂ.ﬁnﬂﬂﬁgﬁﬁ%éhﬁﬁﬁil
¥as o AP F e a Cheng % S 4 (2008) RN L BB R AR e r#p@il
FARRNZ 2L o b 2 FA B R F]S 0 AU (1) gl T FIERIZ 2 (Q2) R F A
‘e 18 § + (ME-OWA operator) % 23 B84 o A3 #7d% ) en FHLT 2T 2
R (DA e 3 AT HFL AL (2) H- BRipmlazts i -L 4 2
PE R PR a2 B HTERIE o 1 RN P AR ﬁ,ﬂﬁﬁw
P SR A SHD LIS B SEFNER ST TR FRRTA o A
{$ 3+ % ¥ % & Huang {r Cheng ?—‘k Voo TR R FE S IRAT AT e 2 o

by

MAEZ: HREEM A BABEZIEES A H o BIEN &

FUZZY TIME SERIES METHOD BASED ON SITUATION ADJUSTMENT
FACTOR

Abstract

This project proposes a high-order multiple attribute fuzzy time series model, which
incorporates a clustering method and order weighted averaging (OWA) operator. This
research improved fuzzy clustering time series concept by Cheng et al.’s [2], further, this
project combine the Exponential Smoothing method and adjust error method. We use
exponential Smoothing forecasting and ME-OWA operator to adjust error. The proposed
model can deal with the fact that there is: (1) a persuasiveness lacking in determining the
universe of discourse and the linguistic length of intervals, and (2) only one attribute that is
usually considered in forecasting, not multiple attributes. Furthermore, we can accord a
different situation o to adjust high order forecasting values. To verify the proposed model,
we use the yearly data on enrollments at the University of Alabama, TAIFEX (Taiwan
Futures Exchange), and TAIEX (Taiwan Stock Exchange Capitalization Weighted Stock
Index) as experimental datasets. Finally, this project compares forecasting performances of
the proposed methods with Huang et al.’s [1] and Cheng et al.’s [2] models; the results of
empirical analysis conclude that the proposed model surpasses the listing models in
accuracy.

Keywords: Fuzzy time series, Order Weighted Averaging (OWA) operator, Fuzzy
clustering, Fuzzy logic relationship (FLR)



1. Introduction

In recent years, time series models have utilized the fuzzy theory to solve various
forecasting problems, such as university enrolment forecasting [3], financial forecasting [1,
4], and temperature forecasting [5]. Many researchers have proposed different methods to
predict stock price based on fuzzy time series. In 1993, Song and Chissom [6] proposed the
first fuzzy time series method, where the definitions, the time-invariant model [4], and the
time-variant model [1] of fuzzy time series were presented. The following research
proposed simple calculation methods to get a higher forecasting accuracy [3]. Huang and
Yu utilized two methods, distribution-based and average-based length, to set the linguistic
intervals of the universe of discourse to improve forecasting accuracy [7]. From the
literature above, there are drawbacks: (1) Many factors in stock markets, such as financial
report, macroeconomic data, and the fluctuations of foreign stock markets, influence the
decisions of stock investors practically, and therefore, multiple attributes should be
considered in forecasting models. (2) In stock market forecasting, it is not reasonable to
partition the universe of the discourse for the dataset, because the distribution of stock
prices is not uniform.

Therefore, this project proposes a multiple attribute fuzzy time series model, which
incorporates a clustering method and ordered weighted averaging (OWA) operator. The
proposed model can deal with (1) lack of persuasiveness in determining the universe of
discourse and the linguistic length of intervals, and (2) the fact that only one attribute is
usually considered in forecasting, not multiple attributes. Additionally, we use the owa
operator to adjust error values and utilize previous periods to forecast the next period.
Hence, not only does this project forecast one order but we can also deal with forecasting
of high-order problems. Furthermore, we can, according to a different situation o, adjust
forecasting values.

The rest of this project is organized as follows: section 2 introduces the related literature
of the fuzzy time series model and Order Weighted Averaging (OWA) operator; in section

3, we demonstrate the proposed model and algorithm; section 4 evaluates the performance
of the proposed model; and finally, conclusions are presented in section 5.

2. Related work
In this section, several related literatures, including fuzzy time series, order weighted

averaging (OWA), and evaluation criteria, are briefly reviewed.
2.1Fuzzy Time Series

Song and Chissom [6] proposed a fuzzy time series model to deal with the problems
involving human linguistic terms [8-10]. In the following research, they continued to
discuss the difference between time-invariant and time-variant models [6, 11]. Besides the
above researchers, Chen presented a method to forecast the enrollment at the University of
Alabama based on fuzzy time series [3].Over the past 14 years, many fuzzy time series
models have been proposed by following Song and Chissom’s definitions [6, 11, 12].
Among these models, Chen’s model is a very conventional one due to easy calculations and
good forecasting performance [3, 5].

2.2 Information Fusion Technique: Ordered Weighted Averaging (OWA)

Yager proposed an ordered weighted averaging (OWA) operator that had the ability to
get optimal weights of the attributes based on the rank of these weighting vectors after an
aggregation process [13]. An OWA operator of dimension n is a mapping f : R" — R, which
has an associated weighting vector W=W-W2>---Wnl  yyith the following properties:

W; e[0,]] for iel={2,...,n} and ¥, ,W; =1, such that



f(a,a,,...,a,) = Zic Wib; 1)

where b; is the ith largest element in the collection. Thus, it satisfies the relation
Min;[a;]1 < f(a,a,,...,8,) < Max;[a;] .
Fuller and Majlender [14] transformed Yager’s OWA equation to a polynomial equation

by using Lagrange multipliers. According to their approach, the associated weighting vector
can be obtained by (2) ~ (4)

anjZHIHWn+?\__fIHWISWj:nW (2)
and Wl0-De+1-nw]' = 3)

[0 =1 [((0 =V =) +1]
if Wi=wa=-. :WHZ%D disp(W)= Inn (a=0.5) then

:((n—l)a—n)wl+1 (4)

" (n=Da+l-nw,

where W;is weight vector, N is number of attributes, and « is the situation parameter.

2.3 Evaluation criteria
MSE (Mean Squared Error) is used to measure performance. MSE is defined as eq (5).

3 (Actual(t) - Forecast(t))*

MSE = 2
n ©)

where actual(t) is the actual observations on time t, forecast(t) is the forecasting value,
and n is the number of periods for forecasts.

3. The Proposed model

In order to deal with multiple attribute prediction and improve forecasting accuracy,
this project hence proposes a hybrid model: (1) a clustering method (fuzzy c-mean [15]) for
the partitioning process and (2) the OWA operator for high order adjusting.

3.1 Information Fusion Technique
In this section, we utilized an algorithm in order to calculate the OWA weights [16]. The
main idea is from equation (2) ~ (4)[16]. The main procedure of the program is simply

presented as follows (as Fig. 1).

For example, we compute the OWA weight under n=3 and situation 0=0.5~1.0 in Table 1
3.2 Algorithm of the proposed method

In this section, we utilize the yearly data on enrollments at the University of Alabama to
present the proposed algorithm.

Step 1: Select attributes

According to research problem, select attributes by domain experts. From Table 2, the
yearly enrollments of the University of Alabama only have one attribute; hence, we use
enrollments as the main attribute.



Step 2: Computing the difference of each period
In this step, we calculate the difference of each period.
Step 3: Cluster multi-attribute time series S(t)

Supposed a time series S(t) with n observations of m attributes, an appropriate fuzzy
clustering procedure, is selected to cluster time series S(t) into € (2<c<n) clusters in this
step. In this study, FCM is chosen because it is one of the fuzzy clustering methods.

According to (Miller, 1956), seven (linguistic value) is utilized as the number of clusters
for demonstration to correspond with the limitation of human cognition in shortened
memory. Hence, we use the difference from each period into FCM by equation (3).

Step 4: Rank each cluster and fuzzify the time series S(t) as fuzzy time series F(t)
In Table 2, we ranked each cluster center value and got the linguistic value.
Step 5: Fuzzify the historical data

Firstly, define the fuzzy set L1 L, L7, on the universe of discourse.

Secondly, find out the degree of each observation value belonging to each L; (i=1,...,7).
If the maximum membership of the observation value is under L7, then the fuzzified
observation value is labeled as L7. Lastly, convert each stock price in the training dataset to
corresponding linguistic values, L;. From Table 2, the maximum membership of the
difference from 1971 and 1972 is 0.999773 in the fifth cluster.

Step 6: Establish fuzzy logic relationships and the fuzzy logic relationships groups

Construct a fuzzy logical relationship between two consecutive linguistic values, such
as A — A;, where A s called the LHS (left-hand side) and A; is the RHS (right-hand side)

of the FLR. Then, we establish fuzzy logical relationship groups. For instance, A; includes
the fuzzy logical relationship A > A;, A > A, and A - A ; hence, the fuzzy logical

relationship group is A — A, AL A .

Step 7: Defuzzify and compute forecast value

Suppose F(t) = L;; the forecasting of F(t+1) is conducted using the following rules.
Rule 1: According to the Naive Forecasting Principle, if the fuzzy relationship group of Li
is empty, such as Li—empty, the forecasting of F(t+1) is L;.
Rule 2: If the fuzzy relationship group of Li is one-to-one, such as Li—Lx, then the
forecasting of F(t+1) is Lx.
Rule 3: If the fuzzy relationship group of L; is one-to-many, such as Li—L,,...,Lk, then the
forecasting of F(t+1) supposes that each linguistic value is of equal weight. Therefore, the

arithmetic mean is used as the forecasted value. The equation is as follows:
Def(L; )+Def(L2)+... +Def(Ly ) (6)
k

where Def( ) is denoted as the defuzzified value of that linguistic value and k is the number
of linguistic values.
Step 8: Calculate adjusted forecasting values based on the OWA operator

From 3.1, the attributes ordering and number are known. For computing the
aggregated values, we multiply the values of the attributes ordering by corresponding to the
weights of OWA. Hence, the adjusted forecasting value is defined:

()

The adjusted forecasting value =actual_value+ Y W,X, .

i=1

where W, is the OWA operator of the ith input variable, and X, is the ith difference of
forecasting. n is the number of rows in the database.



4. Verifications and comparisons

In this section, to illustrate how the proposed model performs fuzzy time series
forecasting, practically collected TAIEX (Taiwan Stock Exchange Capitalization Weighted
Stock Index) futures and TAIEX data are employed as experiment datasets. Finally, we use
MSE as a performance indicator to compare the proposed model with Hang et al.’s [1] and
Cheng et al.’s [2] models.
Forecasting TAIEX Futures

In this case, we practically collected TAIEX futures (2004/1/1~2004/12/15) as
experiment datasets. From this dataset have 208 records, which are utilized 248 records
(2004/1/1~2004/11/19) as training datasets; others are testing datasets (18 records,
2004/11/22~2004/12/15). To examine the improvement in performance, three fuzzy time
series models, Hang et al.’s [1], and Cheng et al.’s [2]] models are employed as comparison
models. The comparison result is shown in Table 3 and Table 4. We utilize an order from 3

to 7, and each order has an a value (0.5~1.0). Hence, we compute the average MSE (o

value:0.5~1.0) as the performance of every order. Clearly, the performance of the proposed
model surpasses the listing models.

Forecasting TAIEX

In this case, we practically collected TAIEX (2000/1/4~2001/12/31) data as experiment
datasets. We utilized 10 months as training datasets, and 2 months are testing datasets. The
comparison result is shown in Table 5 ~ Table 8. Clearly, the performance of the proposed
model surpasses the listing models.

5. Conclusions

In this project, a high-order multiple attribute fuzzy time series method is proposed,
which employs a fuzzy c-mean clustering method and OWA operator. From the experiment
results, the performance of the proposed model surpasses the listing models. In order to
enhance the forecasting accuracy, this project proposed an error adjust method to improve
forecasting accuracy, and further utilized the OWA operator to decrease the data dimension.
Moreover, the proposed model can overcome (1) a lack of persuasiveness in determining
the universe of discourse and the linguistic length of intervals, and (2) that fact that only
one attribute is usually considered in forecasting, not multiple attributes. Besides, we
utilized a different situation o to adjust high order forecasting values. Finally, from the
compared result, we can see that the proposed model outperforms the listing models. Based
on the verification results, we conclude that the research goal has been reached.
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For different o and n, we can get different OWA weights. /* n is the number of attributes; < is the situation
parameter */

OWA(n, @)

If a<05

Then a =1-a
If o¢>05
Then WI[(“’I)‘Z *1’”WJ” = [(n — I)Ot]n_l [((n - l)a - n)W] + l} //Calculate W,

W, =[(N=Da —n)w +11/[(N=Da +1-nw,] /Calculate W,

Fori=2ton-1do

—1f\q N1y p 01
w; = n11[ Wi "W, //Calculate W;

Figure 1. Algorithm of OWA [16]




Table 1. The wy *~ ws™ values for different situation values a
o=0.5 0=0.6 0=0.7 0=0.8 a=0.9 o=1
Wy 0.333333 0.438355 0.553955 0.681854  0.826294 1

*

Wo 0.333333 0.323242 0.291992  0.23584 0.146973 0

*

W3 0.333333 0.238392 0.153999 0.081892 0.026306 0
Table 2 Results of forecasting difference

Year Enrollments difference Linguistic Forecasted Year EnrollmentsdifferenceLinguiStiCF orecasted
value value
1972 13563 508 5 297 199019328 358 4 387
1973 13867 304 4 387 199119337 9 3 230
1974 14696 829 6 612 199218876 -461 2 -465
Table 3 Results and comparisons for TAIFEX forecasting (training)
Huarng's [1] Cheng et al.'s [2] The proposed model
order
21950 20431 3 4 5 6 7
11768 11712 11689 11706 11629
Table 4 Results and comparisons for TAIFEX forecasting (testing)
Haung's [1] Cheng et al.'s [2] The proposed model
order
32252 8298 3 4 5 6 7

3683 2755 2331 2309 2377
Table 5 Results and comparisons for TAIEX forecasting (training) in 2000

Huarng's [1] Cheng et al.'s [2] The proposed model
order
115426 87696 3 4 5 6 7

31664 31488 31074 31363 31377

Table 6 Results and comparisons for TAIEX forecasting (testing) in 2000

Huarng's [1] Cheng et al.'s [2] The proposed model
order
129007 373176 3 4 5 6 7

19260 19431 20128 20236 20617




Table 7 Results and comparisons for TAIEX forecasting (training) in 2001

Huarng's [1] Cheng et al.'s [2] The proposed model
order
32882 19312 3 4 5 6 7

8368 8330 8276 8268 8263

Table 8 Results and comparisons for TAIEX forecasting (testing) in 2001

Huarng's [1] Cheng et al.'s [2] The proposed model
order
66615 15815 3 4 5 6 7

13047 13245 13355 13517 13505
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| nformation Fusion Technique for Fuzzy Time Series M odel

JiaWen Wang *, Jing-Wei Liu 2
1 Department of Electronic Commerce Management, Nanhua University, Taiwan

2 Department of Information Management, National Yunlin University of Science & Technology, Taiwan

Abstract. This paper proposes a high order multiple attribute fuzzy time series model, which corporate a
clustering method and order weighted averaging (OWA) operator. The proposed model can dea with (1)
lacking persuasiveness in determining the universe of discourse and the linguistic length of intervals, and (2)
only one attribute is usually considered in forecasting not multiple attributes. Furthermore, we can accord
different situation a to adjust high order forecasting value. To verify the proposed model, we use the yearly
data on enrollments at the University of Alabama and TAIFEX (Taiwan Futures Exchange) as experimental
datasets. Finally, this paper compares forecasting performances of proposed methods with Hang et al.’s [1]
and Cheng et al.’s[2] models, the results of empirical analysis conclude that the proposed model surpassesin
accuracy the listing models.

Keywords. Fuzzy time series, Order Weighted Averaging (OWA), Fuzzy clustering, Fuzzy logic
relationship (FLR)

1. Introduction

In recent years, time-series models have utilized the fuzzy theory to solve various forecasting
problems, such as university enrolment forecasting [3], financial forecasting [1, 4] and temperature
forecasting [5]. Many researchers have proposed different methods to predict stock price based on
fuzzy time series. In 1993, Song and Chissom[6] proposed the first fuzzy time series method, where
the definitions, the time-invariant model[4] and the time-variant model[1] of fuzzy time series were
presented. The following research proposed simple calculation methods to get a higher forecasting
accuracy [3]. Huang and Yu utilized two methods, distribution-based and average-based length, to
set the linguistic intervals of the universe of discourse to improve forecasting accuracy [1]. From
the literature above, there are drawbacks: (1) Many factors in stock markets, such as financial report,
macro economical data, and the fluctuations of foreign stock markets, influence practically the
decisions of stock investors, and, therefore, multiple attributes should be considered in forecasting
model. (2) In stock market forecasting, it is not reasonable to partition the universe of the discourse
for dataset because the distribution of stock priceis not uniform.

Therefore, this paper proposes a multiple attribute fuzzy time series model, which corporate a
clustering method and order weighted averaging (OWA) operator. The proposed model can deal
with (1) lacking persuasiveness in determining the universe of discourse and the linguistic length of
intervals, and (2) only one attribute is usually considered in forecasting not multiple attributes.
Furthermore, we can according to different situation a to adjust forecasting value.

The rest of this paper is organized as follows: section 2 introduces the related literature of fuzzy
time-series mode], Order Weighted Averaging (OWA) operator; in section 3, demonstrates the
proposed model and algorithm; section 4 evaluates the performance of the proposed model; and,
finally, conclusions are presented in section 5.

2. Related work

In this section, severa related literatures including Fuzzy time-series, order weighted averaging (OWA),
and Evaluation criteria are briefly reviewed.

* Corresponding author. Tel.: +052721001#56237
E-mail address; IWwang@mail.nhu.edu.tw ( 55 \Wen Wang)




2.1Fuzzy Time-series

Song and Chissom [6] proposed a Fuzzy Time Series model to deal with the problems involving human
linguistic terms [8-10]. In the following research, they continued to discuss the difference between
time-invariant and time-variant modelg[6, 11]. Besides the above researchers, Chen presented a method to
forecast the enrollments of the University of Alabama based on fuzzy time series[3].

Over the past fourteen years, many fuzzy time-series models have been proposed by following Song and
Chissom’s definitions [6, 11, 12]. Among these models, Chen’s model is very conventional one because of
easy calculations and good forecasting performance [3, 5]. Therefore, Song and Chissom’s definitions and
Chen’s algorithm are used for illustrations as follows:

Definition 1: fuzzy time-series
Lety(t)(t=...,012...), a subset of rea numbers, be the universe of discourse by which fuzzy sets

f;(t) are defined. If F(t) is a collection of f,(t), f,(t)... then F(t) is caled a fuzzy time-series
defined ony(t).

Definition 2: fuzzy time-series relationships

Assuming that F(t) is caused only by F(t-1) , then the relationship can be expressed as:

F(t)=F(t-1)=R(t,t-1) , which is the fuzzy relationship between F(t) and F(t-1), where *
represents as an operator. To sum up, let F(t-1)=A andF(t)=A . The fuzzy logical relationship
between F(t) and F(t-1) can be denoted as A — A where A refers to the left-hand side
and A refers to the right-hand side of the fuzzy logical relationship. Furthermore, these fuzzy
logical relationships can be grouped to establish different fuzzy relationships.

2.2 Information Fusion Techniques. Order Weighted Averaging (OWA)
Yager proposed an order weighted averaging (OWA) operator which had the ability to get optimal
weights of the attributes based on the rank of these weighting vectors after aggregation process [13]. An

OWA operator of dimension n is a mapping f : R" >R, that has an associated weighting vector
we g v we]' with the following properties: W €[0] for iel ={12...,n} and ;W =1, Such

f(a,8,,...,8,) = Zic Wb 1

where b is the ith largest element in the collection. Thus, it satisfies the relation
Min[a] < f(ay,a,,...,a,) < Max[&] .

Fuller and Magjlender [14] transform Yager’s OWA equation to a polynomial equation by using Lagrange
multipliers. According to their approach, the associated weighting vector can be obtained by (2) ~ (4)

|nWj=%|an+2;_i|nW13wj=”-3/\/\/f‘JWrJ';1 (2
and wa[(n—Lor +1-nwy]" = (3)

(02" [(n~ D - nwy+1]

1
if  wa=we==wh="= disp(W) = Inn (a = 0.5) then

_((h-Da-nw+1 (4
(n-Da +1-nw

n

where W isweight vector, N is number of attributes, and « isthe situation parameter.

2.3 Evaluation criteria
MSE (Mean Squared Error) is used to measure performance. MSE is defined as eq(5).

3 (Actual (t) - Forecast(t))?

MSE = i=1 n (5)




where actual (t) is the actual observations on time t; forecast(t) is the forecasting value; and n is the
number of periods for forecasts.

3. The Proposed model

In order to deal with multiple attribute prediction and improve forecasting accuracy, hence, this
paper proposes a hybrid model: (1) clustering method (fuzzy c-mean [15]) for partitioning process,
and (2) OWA operator for high order adjusting.

3.1 OWA weight

In this section, we utilized an algorithm in order to calculate the OWA weights [16]. The main idea is
from equation (2) ~ (4)[16]. The main procedure of the program is simply presented as following (asfig. 1):

For different o and n, we can get different OWA weight. /* n is the number of attributes;, ¢ is the situation
parameter */

OWA (n, o)

If a<05

Then a =1-«
If a¢>05
Then wi[(n-Da+1-nw] = [(n—l)a]n_l [((nfl)afn)wﬁl} /ICalculate Wy

W, =[((n—Da —nNw+P/[(n—Da +1-nwy /Caculate W,

Fori=2ton-1do

W e
W =YW W Jcalculate w

Figure 1. Algorithm of OWA [16]

For example, we compute OWA weight under n=3 and situation 0=0.5~1.0in tablel
Table 1. Thew; *~wsg* values for different situation values o

0=0.5 0=0.6 0=0.7 0=0.8 0=0.9 o=1
Wy 0.333333 0.438355 0.553955 0.681854 0.826294 1
W, 0.333333 0.323242 0.291992 0.23584 0.146973 0

*

Ws 0.333333 0.238392 0.153999  0.081892  0.026306 O

3.2 Algorithm of the proposed method
In this section, we utilize the yearly data on enrollments at the University of Alabama to present the
proposed a gorithm.
Step 1: Select attributes

According to research problem, select attributes by domain experts. From table 2, the yearly
enrollments of the University of Alabama only have one attribute; hence, we use enrollments as main
attribute.
Sep 2: Computing difference of each period

In this step, we calculate difference of each period. From table 1, difference of 1971 and 1972 is
508(=13563-13055). Therefore, we can get difference of each period in table 2.

Step 3: Cluster multi-attributes time series S(t)

Supposed a time series S(t) with n observations of m attributes, an appropriate fuzzy clustering
procedure is selected to cluster time series S(t) into ¢ (2<c<n) clustersin this step. In this study, FCM is
chosen because it is one of the fuzzy clustering methods.

According to (Miller, 1956), seven (linguistic value) is utilized as the number of clusters for
demonstration to correspond with the limitation of human cognition in shorten memory. Hence, we use
difference of each period into FCM by equation (3).

Step 4: Rank each cluster and fuzzify the time series S(t) as fuzzy time series F(t)
In table 2, we ranked each of cluster center value and got linguistic value.
Sep 5: Fuzzify the historical data




Firstly, define the fuzzy set, L; L, L;, on the universe of discourse.

Secondly, find out the degree of each observation value belonging to each L; (i=1, ...,7). If the maximum
membership of the observation value is under L, then the fuzzified observation value is labeled as L;. Lastly,
convert each stock pricein training dataset to corresponding linguistic values, L;. From table 2, the maximum
membership of the difference of 1971 and 1972 is0.999773 in fifth cluster.

Step 6: Establish fuzzy logic relationships and the fuzzy logic relationships groups
Construct fuzzy logical relationship between two consecutive linguistic values such asA — Ay, where

Aiscalled the LHS (left-hand side) and A, the RHS (right-hand side) of the FLR. Then, we establish fuzzy
logical relationship groups. For instance, A include fuzzy logical relationshipA — A;, A - A, andA — A,
hence, the fuzzy logica relationship groupis A — A, A A .

Step 7: Defuzzify and compute forecast value

Suppose F(t) = L;, the forecasting of F(t+1) is conducted using the following rules.
Rule 1: According to the Naive Forecasting Principle, if the fuzzy relationship group of Li is empty, such as
Li—empty, the forecasting of F(t+1) is L.
Rule 2: If the fuzzy relationship group of Li is one-to-one, such as Li—Lx, then the forecasting of F(t+1) is
Lx.
Rule 3: If the fuzzy relationship group of L; is one-to-many, such as Li—L,,...,Lk, then the forecasting of F(t+1) is
supposed that each linguistic values is of the equal weight. Therefore, arithmetic mean is used as the forecasted value.
The equation is as following:
Def(L,)+Def(L2)+...+Def(L ) (6)

k

where Def() is denoted as the defuzzified value of that linguistic values and k is number of linguistic values.

From table 2, if we want to forecast the enrollments in 1973, fuzzy relation group Ly—L3, L4, L is
inferred. The forecasted value = (center of L+ center of L,+ center of Lg)/3=(297+24+840)/3=387

Table 2 Results of forecasting difference(part)
Linguistic

Linguistic

Year Enrollmentsdifference value Forecasted Year Enrollmentsdifference value Forecasted
1971 13055

1972 13563 508 5 297 1990 19328 358 4 387
1973 13867 304 4 387 1991 19337 9 3 230
1974 14696 829 6 612 1992 18876 -461 2 -465

Sep 8: Calculate adjusted forecasting val ues based on OWA operator

From 3.1, the attributes ordering and number are known. For computing the aggregated values, we
multiply the values of attributes ordering by corresponding to the weights of OWA. For example, we
calculate forecasting value in 1975 under a=0.5 and n=3.
Forecasting_value;g;5-15460+612* 0.333333+387* 0.333333+297* 0.333333= 15892

4. Verifications and comparisons

In this section, to illustrate how the proposed model performs fuzzy time series forecasting, practically
collected TAIEX (Taiwan Stock Exchange Capitalization Weighted Stock Index) futures are employed as
experiment datasets. Finally, we use M SE as performance indicator to compare proposed model with Hang et
al.’s [1], and Cheng et al.’s [2] models.

Forecasting TAIEX Futures

In this case, we practicaly collect TAIEX futures (2004/1/1~2004/12/15) as experiment datasets. From
this datasets have 208 records, which are utilized 248 records (2004/1/1~2004/11/19) as training datasets,
others are testing datasets (18 records, 2004/11/22~2004/12/15). To examine the improvement in
performance, three fuzzy time-series models, Hang et al.’s [1], and Cheng et al.’s [2]] models, are employed
as comparison models. The comparison result is shown in Table 3, MSE of the proposed model are 496.87.
Clearly, the performance of the proposed model surpasses the listing models.



Table 3 Results and comparisons for TAIFEX forecasting

Type 2 method [1] Cheng et al.'s[2] The proposed model
MSE Training data 21950.16 20431.44 488.81
Testing data 32252.22 8297.627 496.87

5. Conclusions

In this paper, a high order multiple attribute fuzzy time series method is proposed which employs fuzzy
c-mean clustering method and OWA operator. The proposed model can overcome (1) lacking persuasiveness
in determining the universe of discourse and the linguistic length of intervals, and (2) only one attribute is
usually considered in forecasting not multiple attributes. Besides, we utilize different situation o to adjust
high order forecasting values. Finaly, from the compare result, we can see that the proposed model
outperforms the listing models. Based on the verification results, we conclude that the research goal has been
reached.
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