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摘        要 

    由於近年來隨意型無線網路（例如：Mobile Ad Hoc Networks）

的發展及成長快速為人們帶來了許多的便利性，但是大多缺乏了相對

應的網路安全機制，導致資料有外洩的危險，因此我們以此為動機發

展了利用 ID-based bilinear pairing 運算技術的安全協商金鑰產生程序

來達到 NTDR（Near-Term Digital Radio networks）網路環境中的通訊

安全。 基於 NTDR 的網路環境是將無線網路中節點（nodes）來做分

群的叢聚型（cluster based）無線網路中的一種，因此適合在範圍大

的無線環境中運作。在本研究中，我們所提出的方法不僅可以適用在

大範圍的無線網路環境中，並且適合兩個節點間的安全通訊。最後，
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我們更進一步的將上述的研究方法做進一步的研究，進而發展出另一

套以 ID-based bilinear pairing 運算技術為基礎的智慧卡安全認證機

制。 

 

關鍵字：隨意型無線網路，bilinear pairing 運算技術，叢聚型無線網

路，智慧卡。 
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ABSTRACT 
 
 

Near-Term Digital Radio (NTDR) network is a kind of mobile ad 

hoc network (MANET) in which mobile nodes are assigned into different 

clusters. Therefore, it can let the nodes to communicate with each other 

efficiently in a large area. Despite several NTDR protocols have been 

proposed, there still lacks an efficient secure one. Accordingly, in this 

paper, we propose a new method based on ID-based bilinear pairings to 

overcome the unsolved security problems nowadays. After our analysis, 

we conclude that our scheme is the first protocol for NTDR network that 

is not only secure but also very efficient. We also propose the 

authentication scheme for smart card system and show that the traditional 

smart card authentication techniques inevitably suffer the parallel session 

attack. Henceforth, we propose a novel scheme based on ID-based 

bilinear pairing which not only can avoid this attack. 

 

Keyword: MANET, NTDR networks, bilinear pairings, smart card. 
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1. Introduction 

 
A mobile ad hoc network (MANET) does not need (or require less) 

any fixed infrastructure and can be constructed quickly. Moreover, the 

member nodes it encompasses can change frequently. Hence, MANET is 

suitable for some applications such as military missions, emergency 

handling, or rescue processing. However, due to the limitation of 

bandwidth and resource of MANET, designing a secure and efficient 

routing protocol in such a network is a great challenge. Despite this, 

many studies for MANET [1-7, 10, 12-20] have been proposed.    

 

    There are three types for the study of MANET routing protocols 

during 1999 to 2004. We list three proposals for a representation of each 

type: (1) Ad hoc on-demand distance vector routing (AODV) [1], (2) The 

dynamic source routing protocol (DSR) [2], and (3) Authenticated routing 

for ad hoc networks (ARAN) [3]. The routing protocols [1] and [2] do not 

take security into consideration while the routing protocol [3] intends to 

satisfy all of the security requirements. However, [12] indicated that [3] 

still has security flaws because the source node can not authenticate all 

intermediate nodes in the routing path. In 2005, Liaw et al. [19] proposed 

a secure key exchange protocol for MANET. However, we found that 

there is a weakness in their protocol, i.e. the session key can be 

compromised by the intercepted messages. We will describe this in 

Section 3. In 2007, Zhou et al. [20] proposed an access control in wireless 

sensor networks, but we found that the CA in their scheme may become a 
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bottleneck when there are enough pairs of nodes waiting to communicate 

with each other. It may happen that the corresponding life times of the 

nodes’ signatures are overdue. Moreover, the negotiated session key nij of 

any pair, for nodes ni and nj in Zhou et al.’s scheme, has no forward and 

backward secrecy. 

 

NTDR network is a kind of MANET in which mobile nodes are 

assigned into different clusters. Therefore, nodes can communicate with 

each other efficiently in a large area. In 1997, Ruppe R. et al. [17] first 

proposed a NTDR network system for military missions but it lacks 

security considerations. Recently, several NTDR related studies [4, 5, 6] 

are proposed. In 2004, Varadharajan et al. [4] proposed a scheme using 

public key infrastructure (PKI). However, in 2005, Chang et al. [5] 

pointed out that using PKI would be a heavy burden for the computation 

of each mobile node. Hence, they proposed a protocol based on 

Diffie-Hellman method. In 2007, Lee and Chang [6] proposed an 

identity-based NTDR scheme. However after our analysis, we found that 

both of the protocols [5] and [6] have some security weaknesses. In [5], 

the communicating parties do not verify the certificates of each other. In 

[5] and [6], the hash value of the session key is clearly transferred over 

the communication line. This makes the session key become weaker. We 

will describe this in Section 3. 

 

Moreover, we also develop a password-based authentication scheme 

for smart card system which demands a system to verify the legality of a 

user for preventing any malicious depredations. Under this requirement, a 
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smart card with storage and computation ability [3] is integrated into the 

system for its convenience and portability. It stores a user’s ID together 

with his password and usually allows password to be changed freely. 

 

There are many password authentication schemes using smart cards 

proposed [1-14, 24, 25]. In 1999, Yang and Shieh [1] proposed both of a 

timestamp-based and a nonce-based password authentication schemes 

with smart cards. They claim that their scheme needs not to hold a 

verified table of passwords and allow the users to select or change 

passwords freely. However, in 2002, Chan and Cheng [2] pointed out that 

Yang-Shieh’s schemes [1] are vulnerable to both of the given-ciphertext 

and forgery attacks. In 2003, Cheng and Zhong [5] also proposed an 

attack on their scheme [1]. But in 2003, Sun and Yeh [4] indicated that 

Chan and Cheng’s attack was unreasonable since the client’s ID forged 

doses not exist in the ID table as mentioned in [9]. They also showed that 

Yang-Shieh’s schemes were subject to the forgery attack. In 2005, Yang 

and Wang [11] improved Yang-Shieh’s schemes to resist Sun-Yeh’s attack. 

However, in 2005, Kim et al.’ [24] points out Yang-Wang time-based 

password authentication scheme suffers forgery attack. In 2005, Das et al. 

[25] proposed a novel remote user authentication scheme using bilinear 

pairings. But in 2005, we [26] pointed out their scheme suffer the forgery 

attack. In 2004, Das et al. [12] proposed a dynamic ID-based remote user 

authentication scheme. Yet, in 2006, Misbahuddin et al. [13] pointed out 

that [12] can not resist both of an insider attack and an impersonation 

attack. In 2004, Ku et al.[22] proposed an efficient password based 

remote server authentication scheme using smart card. However, in 2007, 
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Wang et al. [14] showed Ku et al.s’ scheme were vulnerable to the 

guessing, forgery and denial of service (DoS) attacks. Hence, they 

proposed an efficient scheme to improve the scheme. In 2007, Cheng et al. 

[23] proposed security enhancement of an IC-card-based remote login 

mechanism to improve the scheme [27] proposed in 2004.  

 

In this paper, we propose a novel ID-based password authentication 

scheme to resolve this inherent problem. 

 

This paper is organized as follows. The introduction is presented in 

Section 1 and the background is shown in Section 2. In Section3, we 

review the two protocols, [5, 19]. After that, we show our protocols in 

Section 4 and Section 5. Then the security analyses are described in 

Section 6 and Section 7. Then performance comparisons are made in 

Section 8 and Section 9 respectively. Finally, a conclusion is given in 

Section 10. 
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2. Background 

 
2.1  Bilinear pairings 

In 1984, Shamir [21] proposed an ID-based encryption and signature 

schemes, in which each user uses his identity as his public key. This 

makes the key distribution easier than the conventional ones. In 2001, 

Boneh and Franklin [25] first proposed a practical ID-based cryptosystem 

using bilinear pairing on elliptic curve. 

 

    Bilinear pairings, such as Weil pairing and Tate pairing, defined on 

elliptic curves are proved efficient [23] and thus applied to cryptosystem 

gradually. Moreover, studies shows that the computational cost of both 

Weil pairing and Tate pairing, each is 5 to 10 times the cost of scalar 

multiplication of a point on an elliptic curve [30, 32, 33, 34]. Many 

protocols have been designed based on the Weil pairing [8, 9, 11, 26, 27, 

28, 29]. Now, we briefly introduce Weil pairing which will be applied in 

our study as follows. 

     

Let P be a generator of group G1 over a elliptic curve with order q 

and G2 be a multiplicative group of the same order. It is assumed that 

solving the discrete logarithm problem (DLP) in both G1 and G2 is 

difficult [25]. Let e: G1×G1→G2 be a Weil pairing which has the 

following properties [23]. 

(1) Identity: For all P∈G1, e(P, P) =1, 

(2) Alternation: For all P1, P2∈G1, e(P1, P2) = e(P2, P1), 
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(3) Bilinearity: For all P1, P2, P3∈G1, e(P1 + P2, P3) = e(P1, P3)e(P2, P3), 

and e(aP1, bP2) = e(P1, P2)ab, 

(4) Non-degeneracy: For all P1, P2∈G1, e(P1, P2) ≠ 1. 

 

Moreover, some well-known assumptions related to our study are listed 

as follows. 

(1) Discrete logarithm problem (DLP): The DLP is to compute a when 

given aP, where *
qZa∈ . 

(2) Computational Diffie-Hellman problem (CDHP): The CDHP is to 

compute abP when given P, aP and bP, where a, b *
qZ∈ . 

(3) Bilinear computational Diffie-Hellman problem (BCDHP): The 

BCDHP is to compute e(P, P)abc when given P, aP, bP and cP, where 

a, b and c *
qZ∈ . 

 

2.2  The NTDR network system 

The NTDR network is designed to efficiently use the limited 

resources for a large environment in which mobile nodes are classified 

into clusters. Each cluster is composed of a clusterhead which handles 

and manages the cluster, and mobile nodes controlled by the clusterhead. 

In the cluster, any two authorized members within one hop apart, e.g. 

nodes A and B in Figure 1, can directly communicate to each other while 

nodes B and C depart more than one hop only can communicate via the 

clusterhead. This case is a so-called intra-cluster communication. The 

other case is the inter-cluster communication, in which the two 

communicating nodes belongs two different clusters separately. They 
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should communicate to each other through their own clusterheads, e.g, 

nodes X and Y shown in Figure 2. Such a design philosophy has the 

following two advantages: (1) it can use limited network resources 

efficiently due to the necessity of communicating via the clusterhead 

when nodes are not within one hop, and (2) a clusterhead can monitor all 

the nodes well when they transmit messages through it. 
 

 
 

2.3  Security requirements in a NTDR network 

For NTDR network is a kind of MANET. In this section, we will 

review the requirements of a secure communication for MANETs. The 

security requirements are not only for MANETs but also for traditional 

wired or infrastructure-based wireless networks. We delineate them as 

follows. 

(1) Authentication: Only authorized users can be allowed to communicate 

with each other. 

(2) Confidentiality: Only authorized users can decrypt the encrypted 

messages. 

(3) Data-integrity: The messages transmitted in the network should not be 

maliciously interpolated. 

(4) Non-repudiation: A user can not deny that he had sent the message 
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sent by him before. 

(5) Non-impersonation: Malicious users should not be able to impersonate 

any authorized user to send or obtain valid information. 

(6) Against key-compromise impersonation (KCI) attack: The KCI attack 

means if the private key of user A is compromised, then an adversary 

can impersonate the other user to communicate with him. Thus, a 

secure protocol should resist against such an attack. 

(7) Against man-in-the-middle attack: The man-in- the-middle attack 

means that an adversary E intercepts the transmitted messages 

between A and B and modifies them to make two session keys which 

can enable E to impersonate A to B and impersonate B to A, 

respectively. 

(8) The forward secrecy: When a user is revoked by the group manager or 

leaves the group, he should not learn any future messages in the 

group. 

(9) The backward secrecy: When a user becomes a new member of a 

group, he should not get any valid messages transmitted before in the 

group. 
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3. Review of Chang et al.s’ protocols [5], Liaw et 

al.s’ methods [19] 

 
In this section, we first show the definitions of used notations in the 

authentication phase proposed by Chang et al. in 2005 [5] in Section 3.1, 

then we briefly review the authentication phase of their scheme in Section 

3.2. In Section 3.3, we also review the scheme proposed by Liaw et al. 

[19]. 

 

3.1  Definitions of used notations in [5] 

The notations used in [5] and [6] are as follows: 

mhi: the identity of mobile node i, 

CERTX: the certificate of node X, 

CIDj: the identity of cluster j, 

CHIDj: the identity of the clusterhead that dominates cluster j, 

EK[M]/DK[M]: the encryption/decryption result of the message M 

encrypted/decrypted by the key K, 

T: a timestamp, 

AUC: an authentication token, 

Kij: the session key shared by mobile node i and clusterhead j. 

 

3.2  Review of the authentication phase of [5] 

In 2005, Chang et al. proposed a DH-based secure communication 

method for cluster-based ad hoc networks, but we found that there are 

two weaknesses in the authentication phase. First, when a mobile host mhi 
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enters the radio range of a cluster CIDj and is detected by the clusterhead 

CHIDj, CHIDj and mhi both will transmit their corresponding certificates 

to each other for authentication as shown in Figure 3. But neither of them 

checks the validity of the certificate of the other party. Thus, an adversary 

can easily impersonate one party to the other. In other words, their 

scheme can not achieve the goal of mutual authentication as claimed. 

Secondly, the authentication token AUC (=H(Kij)) is the hash value of the 

session key Kij and is transferred clearly over the communication line. 

This may make the session key Kij insecure. As we know, collision 

finding attack significantly threats the security of a hash function [35]. 

Additionally, due to progress in computer hardware, the speed of 

computation under network-computer cooperation is fast-growing and 

thus the attacker may have a non-negligible probability to find the 

preimage from several collisions of the hash H(Kij). The same security 

vulnerability of the session key is also found in their later work [6]. We 

denote this vulnerability as weak session key. 
 

jjCHID CIDCHIDCERT
j

 , , (1)

TAUCmhCERT imhi
 , , , )2(

]1[ )3( +TE
ijK

 
 

3.3  Review of Liaw et al.s’ protocol [19] 

In 2005, Liaw et al. proposed a secured key exchange protocol for a 

MANET. However we find that, in their protocol, an adversary can easily 

obtain the session key shared between any two nodes. In the following, 
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we list the definitions of used notations in their scheme then review their 

method, after that, we present our attack. 
 

3.3.1 Definitions of used notations 

    The definitions of used notations in Liaw et al.s’ protocol are listed 

as follows: 

KGC: the key generation center, 

IDi: the identification of user i, 

p, q: two large strong primes, 

n: the product of p and q; n = pq, 

)1)(1()( −−= qpnφ , 

e: the public key of KGC, 

d: the private key of KGC; d = e-1 mod )(nφ , 

)( and )( ofelement  primitive a :  qGFpGFα , 

f( ): a one-way hash function, and 

gi: the signature for user i computed by KGC, 

Ti: a timestamp. 

 

3.3.2 The four phases of Liaw et al.s’ protocol 

We describe the four phases of Liaw et al.’s protocol as follows: 

(a) Initialization phase 

In this phase, the KGC calculates his public key as (n, e) and 

private key as (p, q, d, )(nφ ). KGC also public parameters (G, g,α ), 

where G is a multiplicative group, g is its generator and .G∈α  
 



 12

(b) Registration phase 

In this phase, when user i wants to register to the KGC, he sends 

his identification IDi to KGC and obtains a KGC’s signature 

nIDg d
ii mod= . KGC can then be closed or off-line. (However, we 

consider that this assumption is not practical. Since nodes in 

MANETs may change very frequently, KGC had better keep on-line 

for any node’s registration). 
 

(c) user verification phase 

Whenever two users, i and j, want to communicate with each 

other, they need to verify each other using the following steps. 

Step1: User i chooses a random number ri and calculates two 

ephemeral public keys as ngy ir
ii modα⋅=  and nrt e

ii mod= . 

Then he uses the identity of user j, IDj, and timestamp Ti to 

generate f(yi, ti, Ti, IDj) and then computes 

nrgs jiii IDTtyf
iii mod),,,(⋅= . Finally, he sends his identity IDi, yi, ti, 

si, and Ti  to user j. 

Step2: Similarly, user j sends IDj, )mod( ngy jir
jj α⋅= , )mod( nrt e

jj = , 

)mod( ),,,( nrgs ijijiji IDTtyf
jjj ⋅=  and timestamp Tj  to user i. 

Step3: After receiving the messages from each other, user i checks to 

see whether ntIDs ijjj IDTtyf
jj

e
j mod),,,(⋅=  holds. If it holds, then 

he authenticates that user j is valid. Similarly, user j verifies 

user i by checking to see whether the equation  

ntIDs jiii IDTtyf
ii

e
i mod),,,(⋅=  holds. 
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(d) key exchanging phase 

After completing the user verification phase, user i and j can 

compute their session key as 

nSKn
ID
y

n
ID
y

SK ji

ji

rer
j

r

i

e
i

r

j

e
j

i modmodmod α==⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
= . 

 

3.3.3 Our attack 

    We now describe our attack on Liaw et al.’s scheme to obtain the 

session key SKi (= SKj) shared between user i and j. We describe it as 

follows: 

    Assume that an adversary E has intercepted the public transmitted 

information ti and tj, and set his identifier as nttID jiE mod⋅= . He then 

sends his identity IDE to KGC. After receiving IDE from E, KGC 

computes 

nrrnrrnrrnttnIDg ji
ee

ji
de

ji
d

ji
d
EE modmod)(mod)(mod)(mod

1

⋅=⋅=⋅=⋅==
−⋅⋅

and then sends gE to E. After obtaining gE, by using the public parameters 

α  and e, E can compute the session key shared between user i and j as 

)(mod ji
rer

E SKSKnSK ji === α . Accordingly, E can decrypt any encrypted 

messages transmitted between user i and j. That is, we have a successful 

attack. 
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4. Our proposed protocols 

 
In this section, we first describe the environment of our protocol in 

Section 4.1 and then list the definitions of used notations in Section 4.2. 

Finally, we present our scheme in Section 4.3. Our protocol bases on the 

NTDR network model without using PKI and includes three phases as 

follows: (1) session key generation phase for nodes in a cluster, (2) group 

key generation phase for: (a) all members in a cluster, (b) all clusterheads 

in the system, and (3) session key generation phase for nodes in different 

clusters. These phases can make a member node generate a session key to 

securely communicate with his clusterhead, or a member, within or 

beyond one-hop apart, in the same cluster or in different cluster. 

Moreover, we also develop an authentication protocol based on ID-based 

bilinear pairings for securing smart card systems in section 4.4. 

 

4.1  Definitions of used notations 

We define the notations used in our protocol as follows: 

G1: a cyclic additive group with order q, 

G2: a cyclic multiplicative group with order q, 

e: G1×G1→G2 be a bilinear paring, 

P: a generator of G1, 

H(.): an one-way hash function which maps a point in G1 to a bit string, 

level 0-1: a level composed of level 0 and level 1 in which the 

public/private key pair for mobile node i at level 0 is )(/
iii MjMM QsSQ =  
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and the public/private key pair for clusterhead j (CHj) at level 1 is 

,/)( jjCH sPsP
j
=  

level 1-2: a level composed of level 1 and level 2 in which the 

public/private key pair for clusterhead j at level 1 is )(/
jjj CHrootCHCH QsSQ  

and the public/private key pair for rootTA at level 2 is Proot (= srootP)/sroot, 

key pair architecture: a key hierarchy composed of level 0-1 and level 

1-2, 

Mi: the identity of mobile node i, 

CHj: the identity of clusterhead j which manages cluster j, 

CIDj: the identity of cluster j, 

sj: the private key of CHj at level 1 which is also a TA of CIDj in level 

0-1, 

)( PsP jCH j
= : the public key of CHj at level 1 in level 0-1, 

)(
ii MjM QsS = : the long-term private key of Mi at level 0 issued by CHj at 

level 1 in level 0-1, 

))(( iM MHQ
i
= : the long-term public key of Mi at level 0 in level 0-1, 

sroot: the private key of rootTA at level 2 which is a TA for all clusterheads 

at level 1 in level 1-2, 

Proot (= srootP): the public key of rootTA at level 2 in level 1-2, 

)(
jj CHrootCH QsS = : the long-term private key of CHj at level 1 issued by 

rootTA at level 2 in level 1-2, 

jCHQ : the long-term public key of CHj at leve l in level 1-2, 

ri: the short-term private key of Mi which is a random number chosen by 
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Mi, 

)( PrP iMi
= : the short-term public key of Mi, 

jCHCP : the short-term public key of CHj, 

ji HMK : the session key shared between Mi and CHj, 

SKAB: the session key shared between mobile nodes A and B, 

21HHSK : the session key shared between CH1 and CH2, 

CGKj: the group key of cluster j, 

CHGK: the group key of all clusterheads in the clusterhead group 

managed by rootTA, 

RS: remote server, 

Un: the user n, 

IPn: the IP address of Un, 

IPRS: the IP address of RS,   

IDn: the identity of user n, 

CIDn: the identity of smart card (of user n), 

PWn: the password of user n, 

s: the secret key chosen by RS, 

PRS = sP: the corresponding RS public key of s, 

Qn = H(IDn): the public key of smart card (of user n), 

Sn = sQn: the private key of smart card, 

y: a secret number stored in the smart card (of each registered user), 

Ti: a timestamp of the message i, 

ijTΔ : the valid time interval between Ti and Tj, 

EK[M]/DK[M]: the encryption/decryption result of message M 
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en/decrypted by key K. 
 

4.2  Two-level hierarchy environment 

In our protocol, the nodes in the system are classified into clusters. 

Each cluster has a unique clusterhead, which is a trust party (TA) for all 

other nodes in the cluster. We assume that when a node joins to a cluster, 

he would not move to another cluster like a soldier would not leave his 

troop in the battlefield as indicated in [17]. Besides, all clusterheads are 

managed by a TA named rootTA. In other words, our protocol is a 2-level 

structure in hierarchy as illustrated in Figure 6. In the figure, the 

clusterhead CHj at level 1 plays a role as a group manager for level 0, 

choosing his private key sj, publishing his public key 
jCHP , and 

distributing a valid private key 
iMjQs  for each group member Mi whose 

public key is 
iMQ  via secure channel in the initialization phase.  

 

.)/( is 1 levelat  )(  dclusterheafor pair key  vatepublic/pri  theand

),(/ is 0 levelat node mobilefor pair key  vatepublic/pri The

jjCHj

MjMM

sPsPCHj

QsSQ i 

j

iii

=

=

.)/( is 1 leve2at  for pair key  vatepublic/pri  theand

),(/ is 1 levelat   dclusterheafor pair key  vatepublic/pri The

rootrootroot

CHrootCHCH

sPsProotTA

QsSQj
jjj

=

=
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Similarly, the rootTA at level 2 plays as a group manager for level 1, 

controlling all clusterheads, choosing his private key sroot, publishing his 

public key Proot, and distributing a valid private key 
jCHrootQs  for each 

group member CHj whose public key is 
jCHQ via secure channel in the 

initialization phase. 

 

4.3  Our Proposed Scheme 

    In this Section, we describe the three phases in our schemes of 

NTDR network and smart card system as follows. They are session key 

generation phase in a cluster, group key generation phase, and session key 

generation phase in different clusters, as described in section 4.3.1, 4.3.2, 

and 4.3.3 respectively. Finally, we describe authentication protocol for 

smart card system in section 4.4. 

 

4.3.1 Session key generation phase in a cluster 

    In this phase, we describe the following three cases: 

(a) For a node entering a cluster to communicate with his clusterhead 

In this case, when a mobile node Mi enters the radio range of 

cluster j and is detected by the clusterhead CHj, CHj (whose private 

key is sj and public key is 
jCHP ) and Mi (whose private key is 

iMS  

and public key is 
iMQ ) will generate their session key as illustrated in 

Figure 7 which is also described by the following steps. 

Step1: CHj chooses a random number rc, computes 
jCHc Pr and 

))(((
jij CHjcMjiCH Ps, rQheHMsg ×= where )))((

ij MCHjji , QPseHh = . 
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As we know hji is equal to hij ))),(((
ji CHMj PQseH= , which is 

the default pre-shared secret information between Mi and 

CHj. When having prepared 
jCHc Pr  and ,

jCHMsg  CHj sends 

the beacon message composed of CIDj, CHj, Mi, ,
jCHP  

,
jCHc Pr  

jCHMsg and timestamp T1 to Mi. 

 

Mi CHj

))((
jij CHjcMjiCH Ps,rQheHMsg ×=

))((
jii CHciijMjM Prr,hQseHMsg ×=

Fig. 5. Session key generation phase for a node with his   
            clusterhead 

1,,,,,, )1( TMsgPrPMCHCID
jjj CHCHcCHijj

2,,,,,)2( TMsgQrCHCIDM
ii MMijji

 

 

Step2:  After receiving the beacon message from CHj, Mi checks 

the validity of timestamp T1. If T1 is valid, he computes 

)))(((
jij CHcijMjCH Pr, hQseH'Msg ×= , where hij is equal to hji 

and checks to see if 'Msg
jCH  is equal to 

jCHMsg . If they are 

not equal, Mi drops the communication. Otherwise, Mi 

chooses a random number ri and computes 

)))(((
jii CHciijMjM Prr, hQseHMsg ×= . Having prepared 

iMiQr and 

iMMsg , Mi sends Mi, CIDj, CHj, ,
iMiQr  

iMMsg and 
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timestamp T2 to CHj. Finally, Mi can expect a session key 

shared with CHj: he first computes the pre-session key 

))()()((
2
ji

iijiji

sr
MjiMjCHiMCHM , PQePs, rQseP, rSeK ==×=− ; and 

then obtains the session key by computing 

))(( jiCHMHM ||CH||MKHK
jiji −= . 

Step3:  After receiving the messages from Mi, CHj checks to see if 

the timestamp T2 is valid, if it is not valid, he terminates the 

communication, else he 

computes )))(((
jii CHjcMijiM Ps,rQrheH'Msg ××= . If 'Msg

iM  

equals 
iMMsg , CHj accepts and identifies Mi as valid. Then, 

CHj can compute the session key shared with Mi by first 

computing the pre-session key 

))()((
2
ji

ijiij

sr
MCHjMiMCH ,PQeP,sQreK ==−  and then obtains the 

session key by computing ))(( jiMCHHM ||CH||MKHK
ijji −= . 

  

(b) For nodes to communicate with each other within one hop in the 

same cluster 

Before nodes can communicate with each other, we assume that 

all nodes have done the mutual authentication with their 

corresponding clusterheads. When two nodes are within one hop in 

the same cluster CIDj, they can communicate to each other directly. 

We delineate the session key generation under this situation in Figure 

8 and describe it using the following steps. 
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Step1:  MA chooses a random number rA, computes 
AMAQr  and 

sends MA, CIDj, MB, 
AMAQr  and timestamp T1 to MB. 

Step2:  After receiving the message from MA, MB checks the validity 

of T1. If it is valid, MB selects a random number rB, computes 

BMBQr  and then sends MB, CIDj, MA, 
BMBQr  and timestamp 

T2 to MA. After that, he computes the pre-session key as 

)))(((
AB MABBAMBA Qrr, hSeHK ×=  and computes the session key 

as ))(( BABABA ||M||MKHSK = , where the pre-computed value 

hBA in KBA is equal to )),((
AB MM QSeH . 

 

1,,,, )1( TQrMCIDM
AMABjA

2,,,, )2( TQrMCIDM
BMBAjB

][)3( MSK AB

 

 

Step3:  When obtaining the message sent from MB, MA checks the 

validity of T2. If T2 is invalid, MA drops the communication; 

otherwise, he computes the pre-session key 

as )))(((
BA MBAABMAB Qrr, hSeHK ×=  and then computes the 

session key as ))(( BAABAB ||M||MKHSK = , where the 
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pre-computed value hAB in KAB  is equal to 

)))((( BAMM h,QSeH
BA

= . 

 

After completing above steps, the two nodes, MA and MB, each 

can obtain his session key SKAB. 

 

Similarly, we can use the same method to generate the session 

key between any two clusterheads, CH1 and CH2, by replacing MA 

with CH1 and MB with CH2, respectively. We show the computation 

of the session key 
21HHSK  for CH1 and CH2 as follows: 

For CH1, he computes 

)))((( 2112 221121
||CH||CHQrr,hSeHSK CHCHCHCHHH ×= , and for CH2, he 

computes )))((( 2121 211221
||CH||CH, SQrrheHSK CHCHCHCHHH ×= . Where 

1CHQ  

and 
2CHQ  are the corresponding public key of CH1 and CH2, h12 (= 

h21) is the pre-computed value, 
1CHr  and 

2CHr  are two random 

numbers chosen by CH1 and CH2, respectively and sroot, used in both 

1CHS  and ,
2CHS  is the private key of rootTA who is a TA of all 

clusterheads. 

 

(c) For nodes, beyond one-hop apart in the same cluster, to 

communicate with each other through the clusterhead 

In this case, as a symmetric key cryptosystem is more efficient 

than asymmetric one, our protocol uses symmetric approach among 
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intermediate nodes and asymmetric approach between end-to-end 

nodes which is a similar method used in cases (a) and (b). We assume 

that there are two nodes, MA and MB, in the same cluster but not 

within one-hop apart, want to transmit messages to each other 

through the clusterhead CHj. Under this situation, we delineate how 

they can get their session key in Figure 9 and also describe it using 

the following steps. 

Step1:  MA selects a random number rA to compute .
AMAQr  He then 

transmits MA, CIDj, CHj, MB, 
AMAQr  and timestamp T1 to 

CHj. 

Step2:  When receiving the message sent by MA, CHj checks the 

validity of T1. If the message is in time, CHj chooses a 

random number rC and uses the session key ,
jB HMK  shared 

with MB, to encrypt rC and a timestamp T2. He then sends 

CHj, CIDj, MB, MA, 
AMAQr  together with the encrypted 

message ] ,[ 2TrE CK jHBM
 to MB. 

Step3:  After obtaining the encrypted message from CHj, MB 

decrypts it using the session key shared with CHj, obtaining 

rC and T2. MB then checks the validity of timestamp T2. If T2 

is overdue, he rejects the communication; otherwise, he 

chooses a random number rB and computes .
BMBQr  He then 

sends MB, CIDj, CHj, MA, 
BMBQr  and timestamp T3 to CHj. 

After this, MB can compute the pre-session key 
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)),)(())((( jCBAAB

BAAB

srrrh
MMMABBAMCBA ,QQeHQrr, hSreHK =×=  and 

then computes the session key (shared with MA) as 

))(( BABABA ||M||MKHSK = , where hAB in KAB is equal to 

)) ,((
BA MM QSeH . 

Step4:  After receiving the encrypted message sent by MB, CHj 

checks the validity of T3. If T3 is not valid, CHj stops 

communicating with MB; otherwise, he uses the session key 

jAHMK  shared with MA to encrypt the message including rC 

and timestamp T4. Then CHj sends this encrypted message 

along with CHj, CIDj, MA, MB and 
BMBQr  to MA. 

 

1,,,,, )1( TQrMCHCIDM
AMABjjA

],[,,,,, )2( 2TrEQrMMCIDCH CKMAABjj jHBMA

3,,,,, )3( TQrMCHCIDM
BMBAjjB

],[,,,,, )4( 4TrEQrMMCIDCH CKMBBAjj jHAMB

][ )5( ME
ABSK][ )5( ME

ABSK

 

 

Step5:  When receiving the encrypted message sent by CHj, MA uses 

the session key 
jAHMK  to decrypt this encrypted message, 

obtaining rC and timestamp T4. Then MA checks the validity 

of T4. If T4 is valid, he computes the pre-session key 

)))((( BAMCMBAABAB KS, rQrrheHK
AB

=×=  and then computes 
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the session key as ))||||(( BAABAB MMKSK = , where hAB is 

equal to )))( ,(( BAMM hQSeH
AB

= . 

 

4.3.2 Group key generation phase for: (a) a cluster, and (b) the 

group of all clusterheads 

In this phase, we describe the group key generation phase in two 

cases: (a) group key generation for a cluster, and (b) group key generation 

for the group of all clusterheads.  

 
(a)  Group key generation for a cluster 

Here, we assume that there are n - 1 mobile nodes in the cluster. 

They are M1, M2,…, Mn-1. When a new node Mn joins the cluster j and 

finishes the authentication protocol (as in 4.3.1 (a)), the clusterhead 

CHj starts to launch the group key generation phase, also known as 

re-keying process. We delineate the group key generation phase for a 

cluster in Figure 10 and describe it using the following steps. 

Step1:  CHj first sends his identity CHj, CIDj, Mi, the encryption of 

a rG (randomly chosen by CHj) and CHj by using 
ji HMK  

(the session key built between Mi and CHj), and a timestamp 

T to Mi, (for i = 1 to n). 

Step2:  After each Mi obtaining the message from CHj, he checks 

the validity of timestamp T. If it is not reasonable, Mi drops 

the communication. Otherwise, he chooses a random 

number ri, computes ),( PrP iMi
=  and lets 

iMP  be a 
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short-term public key. Then he broadcasts (Mi, ,
iMP  

H( ,
ji HMK ,

iMP  Mi), T+1) to all nodes in the cluster, where 

H( ,
ji HMK ,

iMP  Mi) functions as a commitment of value .
iMP  

Step3:  On receiving Mi, ,
iMP  H( ,

ji HMK ,
iMP  Mi) and timestamp 

T+1 from each Mi, CHj engages for checking if 

H( ,
ji HMK ,

iMP  Mi) consists with .
iMP  If they are not, CHj 

will warn all member nodes to ignore the invalid message. 

Step4:  On receiving message (1) from CHj, node Mi in the cluster 

decrypts the encryption of rG and CHj, obtaining rG and CHj. 

And on receiving the broadcast messages (2) from other 

nodes in the cluster, node Mi uses rG and all 
jMP  for all j ≠ 

i, in the corresponding broadcast message together with his 

own to calculate the cluster group key CGK using the 

following equation. 

)(
21

21

21

),(         
),(),(),(         

),(),(),(

njG

jnjj

rrrsr
jGnjGjG

CHGMCHGMCHGM

PPe
PsrPrePsrPrePsrPre
PrPePrPePrPeCGK

+++=
⋅⋅⋅=
⋅⋅⋅=

L

L
L

 

 

TCHrEMCIDCH jGKijj jHiM
],,[,,, )1(

1),,,(,,)2( +TMPKHPM iMHMMi ijii
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(b)  Group key generation for the group of all clusterheads 

The computation of clusterhead group key (CHGK) for the 

group of all clusterheads is similar to the computation of the cluster 

group key (CGK) in a cluster as mentioned above in case (a), just by 

replacing CHj with rootTA and Mi with CHi. We list the calculation of 

the CHGK by the following equation. 

,)(            

)()()(
)( 21

21

mrootCH

m

cccsr

rootCHCHrootCHCHrootCHCH

P,Pe

Ps,rCPePs,rCPePs,rCPeCHGK
+++=

⋅⋅⋅=
L

L
 

where 
mCHCH CPCP ,...,

1  are the short-term public keys of clusterhead 1 

to clusterhead m and rCH is a random number chosen by rootTA. 

 

For in a cluster-based ad hoc network, nodes in a cluster may 

change frequently. Therefore, for consideration of the forward and 

backward secrecy, the corresponding computation, of the cluster 

group key in (a) or the clusterhead group key in (b), needs to be 

recalculated once a member in a cluster, or the member itself is a 

clusterhead in the group of all clusterheads, has changed. 

 

4.3.3 Session key generation phase for nodes in different clusters 

After completing (b) in Section 4.3.2, we now describe how two 

nodes in different clusters can compute their session key. Here, we also 

adopt both the symmetric and asymmetric approaches for efficiency to 

design our protocol. We assume that mobile nodes MA and MB are in two 

different clusters, CID1 and CID2, respectively but MA does not know 

which cluster MB belongs to. We depict the process in Figure 11 and 
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describe the protocol using the following steps. 

Step1: MA in cluster CID1 chooses a random number rA and 

computes .
AMASr  Then he uses the session key ,

1HM A
K  

shared with clusterhead CH1, to encrypt MB, CH1, AMASr  

and timestamp T1, obtaining message Msg1. Then, MA sends 

MA, CID1, CH1 and Msg1 to CH1. 

Step2: After receiving Msg1, CH1 uses the session key 
1HM A

K  to 

decrypt Msg1, obtaining MB, CH1, AMASr  and T1. He then 

checks the validity of timestamp T1. If T1 is not valid, CH1 

terminates the communication with MA; else, he chooses a 

random number rx and uses the clusterhead group key 

CHGK, shared with all other clusterheads, to encrypt CID1, 

MA, MB, ,
AMASr  rx and timestamp T2, obtaining Msg2. CH1 

then broadcasts Msg2 together with CID1, CH1, MB to all 

clusterheads in the network. 

Step3: When all clusterheads in the network receiving the 

broadcast message from CH1, they each can examine their 

database to see if MB is in his cluster. If MB is his member, 

say CH2, CH2 can use the clusterhead group key CHGK to 

decrypt Msg2 and then checks the validity of the timestamp 

T2 and confirms that MB is really in the decryption of Msg2. 

If both are valid, CH2 selects a random number ry and uses 

session key ,
2HM B

K  shared with MB, to encrypt CID1, MA, 
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,
AMASr  rx, ry, and timestamp T3, obtaining Msg3, then CH2 

sends CH2, CID2, MB and Msg3 to MB. 

Step4: After receiving Msg3 from CH2, MB uses the session key 

2HM B
K  to decrypt it, obtaining CID1, MA, ,

AMASr  rx, ry, and 

timestamp T3. He then checks the validity of T3. If T3 is not 

correct, he terminates the communication with CH2; 

otherwise, he randomly chooses a number rB and then 

encrypts CID1, MA, MB, 
BMB Sr  and timestamp T4 by using 

the session key ,
2HM B

K  obtaining Msg4. Then MB sends MB, 

CID2, CH2 and Msg4 to CH2. After this, MB can compute 

the pre-session key 

)),()(( 21ssrrrr
MMMAyxBMBA

yxBA

BAAB
QQeSrrr,rSeK ==  and thereafter 

computes the session key as ))||||(( BABABA MMKHSK = . 

Step5:  After receiving Msg4 from MB, CH2 decrypts it using 

session key .
2HM B

K  Then, he checks the validity of 

timestamp T4. If T4 is overdue, he terminates the 

communication; else, he uses the session key 
21HHSK  to 

encrypt CID2, MB, MA, ,
BMB Sr  rx, ry, and timestamp T5, 

obtaining Msg5. Then CH2 sends CID2, CH2, CID1, CH1, 

MA and Msg5 to CH1. 
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MA MBCH1 CH2

(1) MA, CID1, CH1, Msg1

(2) CID1, CH1, MB, Msg2

(3) CH2, CID2, MB, Msg3

(4) MB, CID2, CH2, Msg4

(5) CID2, CH2, CID1, CH1, MA, Msg5

(6) CID1, CH1, MA, Msg6

],,,[1Msg 111
TSrCHME

AHAM MABK=
],,,,,[2Msg 21 TrSrMMCIDE xMABACHGK A

=
],,,,,[3Msg 312

TrrSrMCIDE yxMAAK AHBM
=

],,,,[4Msg 412
TSrMMCIDE

BHBM MBBAK=
],,,,,,[5Msg 5221

TrrSrMMCIDE yxMBABSK BHH
=

],,,,,[6Msg 621
TrrSrMCIDE yxMBBK BHAM

=

rA: random number chosen by MA

rB: random number chosen by MB

rx: random number chosen by CH1

ry: random number chosen by CH2

Fig. 9. Nodes communicate in two different cluster

]M[)7(
ABSKE ]M[)7(

ABSKE]M[)7(
ABSKE

 

 

Step6:  After receiving Msg5, CH1 uses session key 
21HHSK  to 

decrypt it, obtaining CID2, MB, MA, ,
BMB Sr  rx, ry and T5. 

Then he checks the validity of T5 and confirms that MA is 

really in the decryption of Msg5. If both are valid, he uses 

the session key 
1HM A

K  to encrypt CID2, MB, ,
BMB Sr  rx, ry 

and timestamp T6, obtaining Msg6. Then he sends CID1, 

CH1, MA and Msg6 to MA. 

Step7: When receiving Msg6 from CH1, MA uses session key 

1HM A
K  to decrypt it and checks the validity of the timestamp 

T6. If T6 is valid, then he computes the pre-session key 

)),()(( 21ssrrrr
MMMByxAMAB

yxBA

BABA
QQeSrrr,rSeK ==  then 

computes session key SKAB as 
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))||||()||||(( BABABABAABAB SKMMKHMMKHSK === . 

 

4.4 Our authentication protocol for smart card system 

In this section, we proposed our authentication protocol for smart 

card system. They are (1) setup phase, (2) registration phase, (3) login 

phase (4) authentication phase and (5) password change phase 

respectively. 

(1) Setup phase 

RS chooses his private key s, computes his public key as PRS (= sP) 

and publishes it. 

 

(2) Registration phase: 

When a user Un wants to register to RS through a secure channel, he 

does following steps which are also depicted in Figure 12. 

Step 1: First, he chooses his password PWn and submits his IDn and 

h(PWn) to the RS. 

 

 
 

Step 2: After receiving IDn and h(PWn), RS computes a key pair for 

Un which are public key Qn (= H(IDn)) and private key Sn (= 

sQn). Then he computes ))(( yPWhhN nn ⊕= . Finally, he 
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personalizes the smart card by storing PRS, Qn, Sn, IDn, CIDn, 

Nn and y to it through a secure channel, where y is a secret 

serial number chosen by RS for each registered user. 

 

(3) Login phase 

When a user wants to login to RS, he inserts his smart card into the 

input device and keys in his IDn and PWn. The smart card will compute as 

follows. We also depict it in Figure 3. 

Step1: It chooses a random number rn, computes rnQn, 

nn IPPWhyhc ⋅⋅= ))((1  and ),( 11 RSnn PcSreMsg = . 

Step 2: Then it sends the login message consisting of IDn, CIDn, Nn, 

rnQn, Msg1, IPn and T1 to RS, where T1 is the current device 

time of Un. 

 

(4) Authentication phase 

(a) RS authenticate Un 

After receiving login message from Un at time T2, RS executes the 

following steps which are also depicted after step 3 in Figure 13. 

Step 3: RS checks the validity of IDn and CIDn, if one of them is not 

valid then RS rejects the login message. Else, RS checks the 

validity of time interval between T1 and T2. If 1212 )( TTT Δ≤−  

dose not hold, RS rejects the login request, else he computes 

nn
' IPPW hy  h c ⋅×= ))((1  and verifies the validity of Msg1 by 

computing ),( 11 RSnn sPQ'rce'Msg = . If Msg1’ is equal to Msg1, 
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RS accepts Un’s login request. 

Step 4: After accepting the login from Un, RS chooses a random 

number rR, computes rRPRS, 

)||||||||( RSnnn IPCIDIDyNhY = and ),(2 RSnR sPYQreMsg = .  

Step 5: He sends rRPRS, Msg2, IPRS and T3 to the smart card, where T3 

is the current time of RS. 

 

(b) Un authenticates RS 

Step 6: After receiving rRPRS, Msg2, IPRS and T3 at time T4 from RS, 

smart card checks to see whether 3434 )( TTT Δ≤−  holds or not. 

If they hold, he computes )||||||||(*
RSnnn IPCIDIDyNhY =  

then verifies to see whether ),( *
22 RSRn PrYSe'MsgMsg ==  

holds or not. If it holds, smart card authenticates the RS. 
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(5) Password changing phase 

    In this phase, Un can change his password at his will by doing the 

following steps: 

Step 1: Un inserts his smart card into the device then keys in his IDn 

and PWn. 

Step 2: Un submits his new password PWn
* to the smart card. The 

smart card then computes 

))(())(( ** yPWhhNyPWhhN nnnn ⊕⊕⊕⊕= . 

Step 3: By this way, the password can be changed from PWn to PWn
* 

successfully. 
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5. Security analysis 

 
In this section, we describe security analysis. They are security 

analysis of protocols for NTDR networks and smart card systems in 

section 5.1 and section 5.2 respectively. 

 

5.1  Security analysis of our protocol for NTDR network 

In this section, we discuss the security of our proposed protocols. We 

show that our protocol can satisfy all the security requirements in the 

session key establishment including: (1) mutual authentication (2) against 

KCI attack (3) against man in the middle attack (4) the forward/backward 

secrecy. We describe them as follows. 

 

(1)  Mutual authentication 

Here, we claim that only two intended members can communicate 

with each other in our protocol. Because if a user wants to become a new 

member of cluster j, he must register to CHj in the initialization phase (as 

described in Section 4.1). TA (CHj) then distributes each member Mi with 

a private key through a secure channel. As we know that TA has private 

key sj and public key );( PsP jCH j
=  Mi has private key )(

ii MjM QsS =  and 

public key .
iMQ  In the following, we describe how our protocol can 

achieve mutual authentication in different cases. 
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(a) Session key generation phase for a node to communicate with his 

clusterhead 

When CHj detects Mi entering his radio range, CHj triggers the 

mutual authentication protocol (as described in Section 4.3.1 (a)). In 

the protocol, the first message, 
jCHMsg  made by CHj, can act as an 

identification token for CHj to prove himself to Mi. We now analyze 

the computation of ))((
jij CHjcMjiCH Ps, rQheHMsg ×= as follows: 

(1) ))((
ij MCHjji , QPseHh =  is the pre-shared secrecy between Mi and 

CHj, and intuitively if Mi can verify that the other party has the same 

pre-shared secrecy as his own, he then believes that the other party he 

is talking to is the true CHj; (2) rc is a random challenge number to 

assure every session key being fresh, preventing from replay attack, 

(3) the two factors hji and rc in (1) and (2) are combined and 

protected by the bilinear pairing form, which had been proved 

computationally infeasible based on Bilinear Diffie-Hellman 

assumption [25]. According to the property of bilinear pairing, Mi can 

compute )))(((
jij CHcijMjCH Pr, hQseH'Msg ×= , by using his private key 

and the pre-shared secrecy hij ))),((( jiCHMj hPQseH
ji

== , to verify the 

validity of .
jCHMsg  Similarly, the second message, 

iMMsg  computed 

by Mi, also plays the role of identification proof for Mi to be 

authenticated by CHj. The security analysis is similar to the above 

mentioned. 
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(b) Session key generation for nodes to communicate directly with each 

other in the same cluster 

For session key generation protocol in case (b) of Section 4.3.1, 

we claim that it can achieve implicit mutual authentication. The 

implicit mutual authentication means two parties can not succeed to 

generate the same session key except that they are the ones whom are 

believed by each other mutually. We analyze the computation of 

session key )( BAABAB ||M||MKHSK = , 

where ))((
BA MBAABMAB Qrr, hSeHK ×= , as follows: (1) hAB is the 

pre-shared secrecy between MA and MB, and intuitively if MA can 

verify that the other party can compute the same session key, MA then 

confirms the party he is talking to is the true MB. (2) rA is a random 

challenge number to assure every session key being fresh, preventing 

from the replay attack, (3) the two factors hAB and rA in (1) and (2) are 

combined and protected by the bilinear form which had been proved 

to be computationally infeasible, (4) MA provides his private key 
AMS  

in computing KAB. According to the property of bilinear pairing, MB 

can compute the same session key 

)))((( ABBAMABBAMBA SK||M||MQrr, hSeHSK
AB

=×=  by using his private 

key ,
BMS  the pre-shared secrecy hBA ))),((( ABMM hQSeH

AB
== , and 

MA’s .
AMAQr  If SKBA computed by MB is equal to SKAB computed by 

MA, MB implicitly authenticates MA. Similarly, MA can implicitly 

authenticate MB. 
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(c) Session key generation phase for nodes in the same cluster to 

communicate through their clusterhead 

For the same reason, we also claim that our protocol can achieve 

implicit mutual authentication in case (c) of Section 4.3.1. We 

analyze the computation of ))(( BAMCMBAABAB ||M||MS, rQrrheHSK
AB

×=  

as follows: (1) hAB is the pre-shared secrecy between MA and MB, rA 

chosen by MA are two random challenge numbers to ensure every 

session key being fresh, preventing replay attack, (2) rC chosen by 

CHj, and (3) hAB, rA, rC are combined and protected by the bilinear 

form. According to the property of bilinear pairing, MB can compute 

the same session key )))((( ABBAMABBAMCBA SK||M||MQrr, hSreHSK
AB

=×=  

by using his private key ,
BMS  rC transmitted from clusterhead, the 

pre-shared secrecy hBA, and 
AMAQr  transmitted from MA. Thus, if 

SKBA computed by MB is equal to SKAB computed by MA, MB 

implicitly authenticates MA. Similarly, MA can implicitly authenticate 

MB by the same reason. 

 

(d) Session key generation phase for nodes to communicate in different 

clusters 

In Section 4.3.3, MA and MB communicate in two different 

clusters. Thus, they need to communicate through their own 

clusterheads, CH1 and CH2. The session key 

))||||()||||(( BABABAABAB MMKHMMKHSK ==  has the similar 

construction as above protocols, and thus can achieve implicit mutual 
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authentication for the same inference. The difference is that MA and 

MB’s identities and other information are transferred via CH1 and CH2 

using symmetric encryption. The random values of rx and ry are 

chosen by CH1 and CH2 respectively and contributed to SKAB (SKBA) 

for ensuring each session key’s freshness. 

 

(2)  Against KCI attack 

KCI attack means that when a node has been compromised, an 

adversary can impersonate any other node to communicate with the 

compromised node. In the following, we describe how our protocol can 

resist such KCI attack. 

 

(a) Session key generation phase for a node to communicate with his 

clusterhead (Section 4.3.1 (a)) 

Here, we assume that the private key )(
ii MjM QsS =  of Mi had 

been compromised to an adversary E. We want to show that E still 

can not impersonate any node, says CHj, to communicate with Mi.  

For message (1) shown in Figure 5, E can easily forge a valid 
jCHMsg  

by computing )),((( ),((
jiji CHjMCHMji PsQeHPSeHh == and then 

)),((( )),((
jiji CHjcMjiCHcMji PsrQheHPrSheH ×=×  if he knows Mi’s private 

key .
iMS  For message (2), E can just accept it. But E still fails to 

compute the valid session key for he still needs to compute the 

pre-session key )(( 
jiij CHjMiMCH P,sQreK =− . However, he only knows 
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iMS  and 
jCHP  (public key of CHj), he can not figure out ri which is 

protected by the encryption form .
iMiQr  According to DLP 

assumption, it is computationally infeasible to extract ri from .
iMiQr  

Therefore, E fails to generate a shared session key with Mi. In other 

words, E can not launch a KCI attack. 

 

(b) Session key generation phase for nodes to communicate directly 

with each other in the same cluster (Section 4.3.1 (b)) 

For the protocol in Section 4.3.1 (b), if an adversary E 

compromises MA’s private key )(
AA MjM QsS =  and therefore obtains 

hAB )))(((
BA MM ,QSeH= . We want to show that adversary E still can not 

successfully compute the valid session key shared with MA. Because 

he needs to compute the pre-session key 

)),(())((( ABBAj

ABAB

rrhs
MMMABBAMBA QQeHQrr, hSeHK ×××=×= ). However, he 

only knows ,
AMS  hAB (= hBA), rB (chosen by E) and ,

BMQ  he can not 

figure out rA which is protected by the encryption form .
AMAQr  

According to DLP assumption, it is computationally infeasible for 

extracting rA from .
AMAQr  Therefore, E eventually fails to generate a 

shared session key with MA. That is, E can not launch a KCI attack. 
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(c) Session key generation phase for nodes in the same cluster to 

communicate through their clusterhead (Section 4.3.1 (c)) 

For the protocol in Section 4.3.1 (c), if E compromises MA, and 

thus knows ),(
AA MjM QsS =  hAB and .

jAHMK  E still can not 

successfully compute the valid session key shared with MA for he 

needs to compute the pre-session key 

)),(())((( BABAj

ABAB

rrhs
MMMABBAMCBA QQeHQrr, hSreHK ×××=×= . However, he 

only knows rC (decrypted by 
jAHMK ), ,

AMS  hAB (= hBA), rB (chosen 

by E) and ,
BMQ  he can not figure out rA which is protected by the 

encryption form .
AMAQr  Therefore, E eventually fails to generate a 

shared session key with MA and hence can not succeed in such a KCI 

attack. 

 

(d) Session key generation phase for nodes to communicate in different 

clusters (Section 4.3.3) 

For the protocol in Section 4.3.3, if an adversary E compromises 

MA, and thus knows ),( 1 AA MM QsS =  hAB and .
1HM A

K  We want to show 

that E still can not successfully compute the valid session key shared 

with MA. For he needs to compute the pre-session key 

)),()(( 21ssrrrr
MMMAyxBMBA

yxBA

BAAB
QQeSrrr,rSeK == . However, he only 

knows rx, ry (decrypted by 
1HM A

K ), ,
AMS  hAB (= hBA) and ,

BMQ  he 

can not figure out rA which is protected by the encryption form 

.
AMASr  Therefore, the adversary E fails to launch such a KCI attack. 
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(3) Against man-in-the-middle attack (MIMA) 

MIMA is an attack that an adversary ME slinkingly intercepts the 

communication line between the two communication parties and uses 

some means to make them believe that they each other were talking to the 

intended party. For illustrating the MIMA resistance of our scheme in the 

following, we first take a classical MIMA on a scheme slightly modified 

from our protocol in Section 4.3.1 (b). Let the scheme lacks hAB (hBA) 

when the two parties compute pre-session key, i.e., the pre-session key is 

computed as ))) ,((  be  ( ))((
ABBA MABMBAMBAMAB QrrSeHKQr, rSeHK = . The 

MIMA on the scheme is illustrated in Figure 14. As shown in the figure, 

ME can generate a pre-session key KEA which is same as KAE computed by 

MA. Similarly, he also can generate a pre-session key KEB which is same 

as KBE computed by MB. Hence, ME has a successful MIMA. 

 

)),((
EA MCAMAE QrrSeHK =

)),((
AE MACMEA QrrSeHK =
)),((

BE MBDMEB QrrSeHK =

)),((
EB MDBMBE QrrSeHK =

1,,,, TQrMCIDM
AMABjA 1,,,, TQrMCIDM

EMDBjA

2,,,, TQrMCIDM
BMBAjB2,,,, TQrMCIDM

EMCAjB

 

 

For resisting such a MIMA, the general suggestion is to add the IDs 

of the two parties’ into the session key; however, it is not yet provable 

secure. So, except adding IDs into the session key, we also add hAB (hBA) 

which is the pre-shared secrecy between the two communicating parties, 
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and is known to ME only with a negligible probability. That is, in our 

scheme, we add hAB in the computation of pre-session key 

))((
BA MBAABMAB Qrr, hSeHK ×=  and hence in the computation of session key 

)||||( BAABAB MMKSK = . It is computationally infeasible for ME to 

compute hAB in KAB based on BCDH assumption [25]. Therefore, we 

conclude that our scheme can resist against MIMA. 

 

(4) The backward secrecy 

Backward secrecy means that when a node becomes a new member 

of a cluster, it can not learn any past transmitted messages. We assume 

that a group key )( 121),( −++= njG rrrsrPPeCGK L  is shared by the cluster j which 

includes a clusterhead CHj and n - 1 member nodes Mk, where k = 1 to n – 

1. When a new node Mn joins into cluster j, he must be first authenticated 

by CHj as described in Section 4.3.2 (a), and then CHj will launch a 

rekeying process. In the process, each node in cluster j including CHj 

itself will compute a new group key )( 121),( nnjG r'r'r'r'srPPeCGK' ++++ −= L  . 

 

Apparently, CGK' is not equal to the old group key CGK and it is 

impossible for Mn to figure out the old group key CGK from the new 

CGK'. In other words, Mn can not use this new cluster group key CGK' to 

decrypt any messages encrypted by key CGK. Therefore, our protocol can 

achieve the backward secrecy property. 
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(5) The forward secrecy 

Forward secrecy means that when a user is revoked by the group 

manager or leaves the group, he can not learn any future messages in the 

group. We assume that a group key )( 21),( njG rrrsrPPeCGK L++=  is shared by 

the cluster j which includes a clusterhead CHj and n member nodes Mi, 

for i = 1 to n. When node Mn leaves cluster j, he is first authenticated by 

CHj as described in Section 4.3.2 (a), and then CHj will launch a 

re-keying process. In the process, each node in cluster j including CHj 

itself will compute a new group key )( 121),( ''r''r''r''sr njGPPeCGK'' −+++= L  . 

 

Apparently, CGK'' is not equal to CGK and it is impossible for Mn to 

figure out the new group key CGK'' from the old CGK. In other words, 

Mn can not use the old cluster group key CGK to decrypt any future 

messages encrypted by CGK''. Therefore, our protocol possesses the 

forward secrecy property. 

 

5.2  Security analysis of our protocol for smart card system 

In this section, we discuss the security of our proposed scheme for 

smart card systems in the following aspects including: (1) Mutual 

authentication and replay attack, (2) man-in-the-middle-attack, and (3) 

KCI attack. 

 

(1)  Mutual authentication and replay attack 

Here, we first show that our scheme can achieve mutual 

authentication and then show its resistance of replay attack.  
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In the login and authentication phases (as described in Sections 5.2 (3) 

and (4)), the login message Msg1, sent from smart card to RS, can act as 

an identification token for the smart card to prove himself to RS. The 

computation of c1 in ),( 11 RSnn PcSreMsg =  is equal to nn IPPWhyh ⋅⋅ ))((  

which can be viewed as a pre-shared secrecy between smart card and RS 

multiplied by the user’s IP, IPn. Since y and h(PWn) are sent through a 

secure channel in the registration phase (as described in Section 5.2 (2)), 

if RS can verify the other party has the same c1 as his own by assuring 

that Msg1 is equal to Msg1’, he then believes the other party is the 

intended party. Similarly, the message Msg2 computed by RS also plays 

the role of identification proof for the smart card to authenticate RS. From 

the analysis, we can see that our scheme can achieve mutual 

authentication.  

 

Since rn and rR are two random challenge numbers chosen by smart 

card and RS respectively to assure every login request being fresh and are 

protected by the computations of Msg1 and Msg2 which are based on the 

bilinear pairing, we can see that a replay attack to our system is hence 

infeasible. 

 

(2)  Man-in-the-middle-attack (MIMA) 

MIMA is an attack that an adversary E intercepts the communication 

line between two communicating parties and makes them believe that 

they each other are talking to the intended party, but indeed both of them 

are talking to him (E). In the following, we describe why our scheme can 
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avoid this type of attack. 

 

    In our scheme, the smart card uses the pre-shared secrecies (shared 

with RS), y and h(PWn), to compute )))(((1 nn IPPWhyhc ⋅⋅= , which is then 

protected by the computation of ),( 11 RSnn PcSreMsg = . Since any one of the 

pre-shared secrecies is known to E only with a negligible probability and 

it is computationally infeasible for E to compute c1 from Msg1 due to the 

BCDH assumption. It is impossible for E to compute a valid Msg1 to pass 

the verification of RS without knowing y, h(PWn) and rn. The security of 

the second message Msg2 made by RS can be analyzed in a similar 

fashion shown as the above mentioned. Hence, we can conclude that our 

scheme can resist against MIMA. 

 

(3)  KCI attack 

KCI attack means that when the secrecy of a party has been 

compromised, an adversary can impersonate any party to communicate 

with the compromised party. In the following, we describe how our 

scheme can against such a KCI attack. 

    Here, we only show the case that even if the private key Sn (= sQn) 

of Un had been compromised to an adversary E. E still can not 

impersonate RS to communicate with the smart card. Because E can not 

know the hashed password h(PWn), the secret serial number y which is 

chosen by RS and the random number rn protected by the encryption form 

rnQn. It is computationally infeasible for E to extract rn from rnQn 

according to the BDLP assumption. Therefore, E can not generate the 
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correct Msg1 to launch such a KCI attack. The other case (If the private 

key s of RS is compromised) can be analyzed in a similar fashion. 
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6. Performance and security comparisons 

 
In this section, we describe performance and security comparisons. 

They are comparisons of protocols for NTDR networks and smart card 

systems in section 6.1 and section 6.2 respectively. 

 

6.1  Comparisons of protocols for NTDR networks 

In this section, we compare our protocol with recent NTDR-related 

schemes [4, 5, 6]. Due to schemes [5] and [6] proposed by the same 

research team and [5] has a outstanding mistake that the certificates of 

both parties are not checked by each other, we only compare the newest 

one [6]. The performance comparisons of the four phases in the three 

protocols are shown in Table 1 through Table 4 and the security 

comparison is shown in Table 5.  

 

    For performance comparison, we first list three facts that will be 

used to estimate the computational cost of schemes [4, 6] and ours. 

(a) From [36], we know that a gk mod p (where p is a 1024-bit prime) 

operation is estimated as 1.5×|k| times the cost of a 1024-bit modular 

multiplication (1024-MM in brief) by using square-and-multiply 

algorithm. We denote this operation as |k|-Exp. 

(b) According to Koblitz et al.’s study [31], an operation of kP 

)order with curve elliptican over  group a is  and , , where(  qGGPZk *
q ∈∈ is 

estimated as 29 times the cost of a 1024-MM. We denote this scalar 

multiplication as SM. 
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(c) According to studies [30, 32, 33, 34], a bilinear pairing is estimated as 

5 to 10 times the cost of a SM. If on the average, we use 7.5 times as 

estimation, a bilinear pairing is approximately 218 times the cost of a 

1024-MM. we denote this operation as BP. 

 

Now, considering scheme [4], the computational cost of Mi in the 

case (a) is 3 public key operations (PKO). For public key cryptosystems, 

RSA and ElGamal are two most popular schemes and the later is more 

efficient than the former in general. Hence, we use ElGamal cryptosystem 

to estimate the cost of 3 PKO. As an ElGamal public key encryption is 

about 2 times the cost of a 160-Exp (i.e., two 160-Exps in ciphertext (gk, 

mβk) where k is a random integer, m is the message to be encrypted and β 

is the receiver’s public key) and thus is 480 (= 2×1.5×160) times the cost 

of a 1024-MM. Therefore, the cost of 3 PKO is 1440 (= 3×480) times the 

cost of a 1024-MM. On the other hand, the computational cost of CHj in 

case (a) of scheme [4] can be estimated in the same way and the result is 

also 1440 times the cost of a 1024-MM. 

 

For scheme [6], the computational cost of Mi in the case (a) is one 

time the cost of a 320-Exp (= 1.5×320 = 480 times the cost of a 

1024-MM), one hash operation and one symmetric encryption/decryption; 

it has the same computational cost for CHj in the case (a). 

 

For our scheme in case (a), we can pre-compute the pairing hij and 

thus the computational cost of Mi is one BP (218 times the cost of a 

1024-MM), two SMs (58 times the cost of a 1024-MM) and two hash 
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operations. Hence, the total computational cost is approximately 276 

times the cost of a 1024-MM. Similarly, the cost of CHj is the same. We 

list all above results in table 1. 

 

Moreover, the cost for two nodes building a session key, which are 

within one hop in the same cluster, can be estimated by using the same 

method described above. The result of comparisons is listed in Table 2. 

 
Table 1: The cost comparison of the session key building for a node with his clusterhead (case (a) 

in Section 4.3.1) 

Protocols Nodes 

Varadharajan et al.s’ 

protocol [4] 

Lee et al.s’ protocol [6] Our protocol 

Mi 

CHj 

*1440MM 

*1440MM 

480MM + 1Sym + 1H 

480MM + 1Sym + 1H 

276MM + 2H 

276MM + 2H 

*(1) We use an ElGamal encryption to estimate one PKO operation, (2) MM: a 1024-bit modular multiplication operation. 

 

For other cases, the cost of two nodes building a session key can be 

compared by only calculating the cost of symmetric key 

encryption/decryption since each node has shared a session key with his 

clusterhead. We list the comparison results in Table 3 and Table 4. 
 
Table2: The cost comparison of the session key building for two nodes within one hop in the same 

cluster (case (b) in Section 4.3.1) 

Protocols Nodes 

Varadharajan et al.s’ 

protocol [4] 

Lee et al.s’ protocol [6] Our protocol 

MA 

MB 

        X 

        X 

480MM + 1Sym + 1H 

480MM + 1Sym + 1H 

276MM + 2H 

276MM + 2H 

X: [4] lacks related schemes. 
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From Table 1 to Table 3, we can see that our scheme is the most 

efficient when compared with schemes [4] and [6] in the session key 

building for the three cases, (a), (b) and (c) in Section 4.3.1 respectively. 

From Table 4, our scheme has the same performance with scheme [6] but 

is more efficient than scheme [4] in the session key building for two 

nodes in different clusters. 

 
Table3: The cost comparison of the session key building for two nodes via the clusterhead in the 

same cluster (case (c) in Section 4.3.1) 

Protocols Nodes 

Varadharajan et al.s’ 

protocol [4] 

Lee et al.s’ protocol [6] Our protocol 

MA 

CHj 

MB 

8Sym + 1H 

8Sym 

8Sym + 1H 

2Sym + 1H 

4Sym 

2Sym + 1H 

1Sym + 1H 

2Sym 

1Sym + 1H 

 
Table4: The cost comparisons of the session key building via two clusterheads for two nodes in 

different clusters (in Section 4.3.3) 

Protocols Nodes 

Varadharajan et al.s’ 

protocol [4] 

Lee et al.s’ protocol [6] Our protocol 

MA 

CH1 

CH2 

MB 

8Sym + 1H 

8Sym 

4Sym 

4Sym + 1H 

2Sym + 1H 

4Sym 

4Sym 

2Sym + 1H 

2Sym + 1H 

4Sym 

4Sym 

2Sym + 1H 

 

For the security comparison as shown in Table 5, schemes [4] and [6] 

do not consider the mechanism of group key rekeying when a node enters 

or leaves the group and thus they do not have the properties of group key 

forward and backward secrecy. Moreover, scheme [6] suffers the 

vulnerability of weak session key that we have mentioned in Section 3. 
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Our scheme can avoid this vulnerability for it does not transmit the hash 

value of the session key over the net. Therefore, our protocol is more 

secure than scheme [4] and [6]. 
 
Table5: Comparisons of security attributes  

Protocols Security attributes 

Varadharajan et al.s’ 

protocol [4] 

Lee et al.s’ protocol 

[6] 

Our protocol 

Mutual authentication 

MIMA resistance 

Group key forward secrecy 

Group key backward secrecy 

Weak session key resistance 

Yes 

Yes 

No 

No 

Yes 

Yes 

Yes 

No 

No 

No 

Yes 

Yes 

Yes 

Yes 

Yes 

 

6.2  Comparisons of protocols for smart card systems 

In this section, we make performance comparisons of our scheme 

with protocols [22] and [14] as shown in table 6. The definitions of used 

notations are described as follows. 

H: denotes the operation of one way hash function, 

XOR: denotes the operation of exclusive OR, 

BP: denotes the operation of bilinear pairings, 

PM: denote the point multiplication, 

PSA: denote the parallel session attack, 

SM: denote the scalar multiplication computation computed by the smart 

card. 

 

The rnQn and Msg1 computed by smart card in step 2 and Msg2 

computed by RS in step 4 all can be pre-computed. In our analysis, we 

ignore the one which can be pre-computed. After analyzing step 3, 4 for 
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RS to authenticate Un, we know that it needs 2BP + 2PM + 1SM + 1H. 

After analyzing step 6 for Un to authenticate RS, we know that it needs 

only 1BP + 1PM + 1H computations. Therefore, our scheme needs 3BP + 

3PM + 1SM + 2H in the authentication phase. Note that the client end in 

our scheme needs only 1BP + 1PM + 1H. It does not cost too much 

compared to the other two schemes. But its security is pointed greatly. 

 
Table 6: performance and security comparisons of our scheme with protocols [13] and [14] 

Protocols  

 

Computation cost 

Ku et al.s’ protocol 

[22] 

Wang et al.s’ protocol 

[14] 

Our ID-based bilinear 

pairings protocol 

Login 

Authentication 

 

Total 

 

Resist PSA 

Resist KCI attack 

Basis of security 

2H + 2XOR 

4H + 3XOR 

 

6H + 5XOR 

 

NO 

NO 

Hash functions 

4H + 2XOR 

4H + 5XOR 

 

8H + 7XOR 

 

NO 

NO 

Hash functions 

0 

3BP + 3PM + 1SM + 

1H 

3BP + 3PM + 1SM + 

2H 

YES 

YES 

Bilinear pairings 
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7. Conclusions 

 
The architecture of NTDR network is especially suitable for an ad 

hoc network in a large communication area due to the necessity of nodes 

transmitting message through the local clusterhead when they are beyond 

one-hop apart. And each clusterhead can monitor the communication 

messages to ensure the system’s safety. It can greatly reduce the power 

consumption due to its cluster-based hierarchy. But, till now, there does 

not exist a secure and efficient protocol which can really satisfy all the 

security requirements for such a network. In this paper, we propose a 

novel two-level architecture for the session key generation by using 

ID-based bilinear pairings. We have described and proved the correctness 

of our protocol. Up to now, this is the first scheme which can really be 

implemented securely and efficiently. Moreover, we also propose a novel 

password authentication scheme based on ID-based bilinear pairing and 

give its security analysis and comparisons. From the security analysis, we 

can conclude that our protocol is really secure and from the comparisons, 

we can see that our scheme outperforms the other two in security strength 

only with a limited additional computation overhead for the client end. 
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