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Abstract

This paper use GJR-GARCH in mean model to exantimesausal relationship
between financial development and economic growthTaiwan for the period
1978Q1 — 2007Q3. It focuses on the effects of tgmeats of financial development
on growth: stock market and banking sector. GJR-GARIn mean model has
advantages over traditional measures. By includiregconditional variance. In the
mean equation, and was shown to retrieve moreiaitiestimator than traditional
OLS. Also, the GJR-GARCH in mean framework emphessithe asymmetry of the
volatility response to news, which allows positaued negative unanticipated returns
to have different impacts on the conditional vacanThe result demonstrates that the
GJR-GARCH is more appropriate than the other GAR@btlels and confirms the
presence of conditional variance in the mean egunafihe cointegration test provides
evidence of the non-existence of a long-run equilih relationship between financial
development and economic growth. The empiricalltesuggest that leverage effect

was present and shocks have asymmetric impacteovolhtility.
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1. Introduction

Since Goldsmith (1969) documented the relationsbgtween financial
development and economic growth, it has been asubf great interest and debate
among economists during the last four decades. gdreeral idea that economic
growth is related to financial development and cttrte can go back at least to
Schumpeter (1911). Schumpeter emphasized the iemmartof the banking system in
economic growth and highlighted circumstances wifieancial institutions can
actively spur innovation and future growth by idgmbhg and funding productive
investments. Further more, McKinnon (1973) and SKE®V3) showed that financial
development would raise saving capital accumulateord hence economic growth.
Recent theoretical works like Greenwood and Jovan¢i¥990), Levine (1991),
Saint-Paul (1992), King and Levine (1993a), andddeanga, Smith, and Starr (1995)
these researchers support the point of views thandial development may raise
savings rate, stimulate investment, avoid premdiquedations of capital, reduce the
cost of external finance, enhance the efficiencgagital allocation and insure more
productive technological choices, all factors tivatturn lead to high economic
growth.

Previous studies largely confirm that both stockrkea and banking sector
development have strong positive effect on growdimg and Levine, 1993a; 1993b;
Levine and Zervos, 1998; Beck et al., 2000; Lewhal., 2000; Bekaert et al., 2001;
Beck and Levine, 2004). However, other empiricatlence are does not support the
positive effect proposition. For example, Boyreagbiay (2003) and Akinlo (2004)
found that financial development had a significamégative effect on GDP growth.
Ram (1999), Dawson (2003), and Rousseau and Vuhduan (2005) reported an
insignificant effect on economic growth. Thus far clear consensus regarding has

been reached the effect of financial developmedtemonomic growth.



The past literature explored the relationship betwknancial development and
economic growth with multivariate regression (Kiaugd Levine, 1993a; 1993b; Ram,
1999; Allen and Ndikumana, 2000; Boyreau-Debra@®®awson, 2003). However,
a linear framework implies that the analytical modea symmetric system, whose
effect of financial development on economic growds the non-varying strength in
different time periods. An increasing number ofdé#s suggest that macroeconomic
variable series, such as real output, investmeshfiannce, may not behave in a linear
fashion. The impacts of business cycle and abraptks may produce a nonlinear
relationship for macroeconomic activities (Beaudnd Koop, 1993; Thomas, 1997
Gatti et al., 1998; Ocal, 2001).

Additionally, several theoretical and empiricaldiss have pointed out that the
nonlinear behavior is better at describing the dgk between the financial
development and economic growth (Greenwood andndai@ 1990; Berthelemy
and Varoudakis, 1994; Deidda and Fattouh, 2002ke&ehers suggest that the
phenomenon is due to the deficiency in the compatiof financial institutions and
an increase in the intermediation cost of creditketa In the aspect, the methods
utilizing linear models do not seem rich enouglacoommodate the true dynamics of
an economy.

Demirgu-Kunt and Levine (1996b) used 44 cross-atesitdata from 1986
through 1993 had found that a positive relationshgiween stock market and
financial institutions development. Levine and Ze(1998) investigated whether
measures of stock market liquidity, size, volatiind integration with world capital
markets are correlated with economic growth. Leahyal., (2001) used OECD
countries data and showed that stock market arahdial institutions development

are correlated with economic growth.



Arestis, Demetriades, and Luintel (2001) used quigrtdata and applied time
series model to five developed economies and shomatdvhile both banking sector
and stock market development could explain subseguewth, the effect of banking
sector development had been substantially largan tthat of stock market
development. Hsu and Lin (2000) had investigatedréhationship between long-run
economic growth and financial development to seeethdr stock market and
financial institutions promote economic growth ggifaiwan’'s data from 1964
through 1996. The empirical method utilized is tivector autoregressive
error-correction model proposed by Johansen anelides(1992). They found that
both banking and stock market development are ipelitrelated with short-run and
long-term economic growth. In particular, the fioeh dept measured by the ratio of
the broad monetary aggregate (M2) and GDP hadgttiact on the output growth.
In addition, they also found that Granger causakyists between financial
development measures and economic developmenthndections.

In this paper, we use the set of proxies for bamldevelopment proposed by
King and Levine (1993a; b) that has been reculyarded in most of the subsequent
empirical work. Additionally, we consider marketpdalization and value trade as a
measure of stock market development (Levine andazerl998).

We use GJR-GARCH in mean methods to test all foqootheses in a single
model. Researchers provide (Black,1987; Caporaldvckiernan, 1996; Alan ,1999)
evidence of a statistically significant positivdatenship between output variability
and economic growth. Other researchers (Kormendi Maguire, 1985; Grier and
Tullock, 1989) have used the standard deviatiogroWth rates to proxy variability to
provide evidence supporting a positive influencewatput variability on mean growth
rates. Most recent theoretical and empirical lttime on investment under uncertainty

shows that it is likely that uncertainty has a niegaeffect on investment and
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economic growth (Caballero, 1991; Abel an Eber894; Dixit and Pindyck, 1994).
The testable hypothesis we consider from his wearkhat greater output growth
uncertainty raises or reduces the average ecorgnovah.

Allen (1989) and Chye (2007) examines the impactdemand for money
uncertainty on the economic growth. Monetary fasst@pecifically money growth
variability, are more predominant than output irctaling velocities of narrower
monetary aggregates. The literature on financigeb@ment and economics stresses
that financial intermediation encourages economisvth by mobilizing saving and
increasing the productivity of capital due to a mefficient allocation of resources.
Balazs et al., (2007) found that there existedrgelaamount of uncertaintyn the
determination of the equilibrium level of privateedit The assessment of expected
volatility in financial markets is important for pfolio selection and risk
management as well as for the pricing of assetsilical research over the past two
decades has provided much evidence indicating viblatility is time-varying, and
that changes in volatility are predictable, to soextent, in many asset markets
(Friedmann et al., 2002; Huang et al., 2004; Baladtaal., 2005). A number of studies
bring to light empirical evidence on “volatility udtering” with regard to the impact
of the news on stock price volatility. Seminal sésdfinding evidence on “volatility
clustering” are provided by Engle (1982), Pindy&Rg6) and Bollerslev (1986). All
of these studies support the view that news tertzetolustered together and this has
an influence on stock price volatility. The testablypothesis we consider from the
work is that greater financial development uncettareduces the average economic
growth.

The literature on financial development and ecomomiowth, argues that
financial intermediaries can better manage risk timaividual wealth holders. This

implies that firms in countries with a more devedgfinancial sector are in a better
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position to diversify risks. Therefore, the effadt policy uncertainty on economic
growth probably depends on the development of han€ial sector. The testable
hypothesis we consider from the work is that great®mnomic growth uncertainty
reduces the average financial development. Thelasioa is that the Friedman
hypothesis cannot be rejected if money supply uitjais modeled explicitly, using
models that capture important volatility effectsatthprevious work has ignored
(Serletis et al., 2006).

We simultaneously estimate the conditional meaasamces and covariance of
economic growth and financial development. We higpsize that financial
development uncertainty and economic growth uniréytawill be significant. Our
key result is that in a variety of models and sanpériods, financial development
uncertainty and economic growth uncertainty araigant negative.

In the study, we choose Taiwan as a sample cotiotrihe following reasons.
Firstly, lack of emerging economies in early stgdi¢ Taiwan makes it harder to draw
direct inference about the contributions of finahantermediaries and development at
early stages of economic development. Moreover, ghewth of East Asian
economies has gained a widespread attention frenwthrld to this region. Among
Asia countries, Taiwan economy grew impressivelighHgrowth rates during the
period of 1960’s to 1990's made Taiwan a newly stdalized country. However,
Taiwan has suffered from many economic unrestslamg® shocks in recent years,
which makes it an ideal candidate for this investmn.

The remainder of the paper is organized as follo8&sction 2 presents an
empirical specification. Section 3 describes theadaurce and explanatory variables
which measure the bank and stock sector developiRestllts are reported in Section

4. The last section presents the findings and csiahs of the investigation.



2. The M odel
Based on the framework of Odedokun (1996), theeggage production function

incorporates financial development as one of tpeatifiactors given as:
Y, =F(L,K, F,EX,) 1)
where Y, denotes the real GDPL, denotes the labor forceK, denotes the

capital stock; F, denotes the financial development levélX, denotes export. The

study (Odedokun, 1991) have empirically detectesitp@ and significant effects of

export expansion on economic growth. All variable dogarithm, and division

nominal GDP except labor force. We obtain the fwiftg empirical equation:

(@)

Iog— =logL, + I097 + Iog

t t t

Y

That appropriately manipulating or rearranging tasulting expression, we shall
arrive at the growth equation set as:

Iog = AAL, + l‘ + A, Iog +, Iog 3)

t Y t

The expressionl¢gl, /Y, ) is the share of logarithm real gross grossdigapital
formation (ogl,) in the nominal GDPY() while A,, A,, A; and A, are constant
parameters . This study follow Sharma et al. (199&)ich use real gross fixed
capital formation instead private investments. Afelding the intercept and error

terms to eq. (3) becomes:



(4)
EX,
+ £t

Y,

Y, | F
|097t = /‘0 +/‘1ALt +/12 IOth +/13 IOgvt + 'A“A' |Og

t t t

where A, is the intercept or constant term a&d is the error term that is
expected to satisfy the usual assumptions.

This new approach is based on Engle’s (1982) ceygfiime-varying volatility
(uncertainty) using the autoregressive conditidretkroskedasticity (ARCH) model,
and subsequent developments forming the ARCH faafiljodels. Of these models
the most popular has been the generalized ARCH @ARmodel of Bollerslev
(1986), especially for the analysis of financiatadaGARCH techniques specifically
estimate a model of the variance of unpredictabtevations in a variable, rather
than simply calculating a variability measure frpast outcomes or from conflicting
individual forecasts.

In our empirical work, we estimate bivariate GARQ@H mean systems for
financial development and economic growth. The rhatlews us to simultaneously
estimate equations for the means of financial agrekent and economic growth that
include the conditional variance of both series ragressors, along with the
time-varying residual covariance matrix. Severatapeeterizations of the general
multivariate model are possible, including the ¢ansconditional correlation model
of Bollerslev (1990). In the constant correlatiomdual, the conditional covariance
matrix is time-varying but the conditional corrétet across equations is assumed to
be constant. The assumption of a constant comwelatatrix represents a major
reduction in terms of computational complexity andommonly used in multivariate
GARCH models. That is, GARCH estimates a time-vagyiesidual variance that

corresponds well to the notion of uncertainty. Gathg ARCH and GARCH models



assume that shocks are symmetric in their effectodattility. This means that positive
and negative shocks have same magnitude of impatieoconditional volatility.

This feature of GARCH models does not corresporttieaesults of a number of
researchers, who have found evidence of asymmetfinancial development and
economic growth behavior. In many studies the GARICH process Particularly,
negative surprises seem to increase volatility mihi@n positive surprises. The
conditional standard deviation term in the meana@qu captures the time-varying
relationship between total financial developmentartainty and economic growth
uncertainty.

We use the GJR variant of the basic GARCH modebruter to allow for a
possible asymmetry behavior, that model is modif@@llow positive and negative
unanticipated returns to have different impactgten conditional variance, which is
included in mean equations (Nelson, 1991; Glosteal.£1993). This phenomenon is
called the “Leverage Effect”. Leverage effects aoenmonly present in economic
growth uncertainty and financial development uraiaty volatility. The economic
intuition of the Leverage Effect is that negativeosks increase in risk more than
positive shocks.

Using GJR-GARCH in mean to measure uncertainty hdgantage over
traditional measures, like the survey of the stashdi@viation. GJR-GARCH in mean
model will retrieve more efficient estimator tharaditional OLS by using the
conditional variance. This methodology addressegtssibility that uncertainty may
change over time, which makes it possible to studydifferent hypotheses.

Since Engle (1982), numerous studies have beertewribn the family of
GARCH models (e.g., Poon and Granger, 2003; Andeztal., 2006; Bauwens et al.,
2006). The attractiveness of GARCH models stenm fitee fact that they model the

conditional variance asset returns by taking irdcoant persistence in volatility and
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leverage effects. These two features are centraltchypotheses that our bivariate

GJR-GARCH in mean model for financial development aconomic growth is :

n 0 P q
Ay, =ay +_zla1i A\ +_zlaziA|t—j +_Zla'3iAkt—k +_Zla4i Aex,
i= i= i= i=
r (5)
+Y agAf +6h, +0,hg +£,
i=1

n 0 p q
Afy =a, +_Zlali Afy +_Zlazi Ay, +_zla3iA|t—k +_Zla'4iAkt—|
1= 1= 1= i=
r (6)
+ aglex,y +Ghy, +0,hg +e4
i=1

hy =80+ ahy + 880 *+ 1, Sy (7)
hy =by +bihgg +DoE% 4 + Vs Spahia (8)
Cov, = p(hy, he) *° ©)

Eq. (5) shows the conditional mean of economic ¢noas a function of lagged
economic growth, lags of labor force, lags of capsdtock, lags of export, lags of

financial development, and the conditional varianad economic growth and

financial development. The conditional variances, (and h,) are included to

evaluate the response of economic growth to botin@aic growth uncertainty and
financial development uncertainty. Eq. (6) des@itiee conditional mean of financial
development as a function of lags of financial depment, lagged economic growth,
lags of labor force, lags of capital stock, lagerport and the conditional variances
of economic growth and financial development. Emumt(7) is a modified

GJR-GARCH(1,1) model of the conditional variance efonomic growth and

leverage effect for economic growth. Equation @RriGJR-GARCH(1,1) model of
the conditional variance of financial developmend deverage effect. Eq. (9) is a

simple, constant correlation, model of the covareaof the two error terms.



This study will apply GJR-GARCH in mean model toapxne the leverage

effect in financial development and economic growtWhere £,, =0 and
Eq, =0 are threshold such that shocks greater than ttesitbld have different

effects than shocks below the thresholg;; is a dummy variable which takes a

value of 1 wheng,; < 0O( bad news, also called a negative return shoott)value
of 0 when £_, =2 Q@ When y >0, negative shocks will have a larger impact bn

than positive shocks.
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3. Data Sources and Variable Definitions

The data source obtained from the Quarterly NatiBeanomic Trends (QNET),
Financial Statistical Databank (FSM) and ManpowtatiStical Databank (MAN)
economic statistics data base. The period inclugd®edr empirical investigation starts
in 1978Q1 and ends in 2007Q3. In our study, aliaide series are in logarithm. The

definitions of the variables used in the articledgtare as follows:

Definition of Variables:

Description Variable Units measured

GDP Y real GDP per capita

Labor L total employment / total population

Capital K ratio of fixed domestic capital formatibGDP

Export EX the ratio of export of goods and servic€DP

Liquid Liabilities LL currency plus demand and irgst-bearing liabilities of bank and

non-bank institutions / GDP

Private Credit PC domestic credit made by commkdséanks and other deposit-taking
banks to private sector / GDP

Market Capitalization MC the total value of stodisted on the domestic market / GDP

Value Trade VT the total value of shares tradetherstock exchange / GDP

Note: The financial development indicators are Hasethe provided by World Bank’s World

Development Indicators (2006).

The data set incorporates two measures of bankystere development (Liquid

Liabilities and Private Credit) and two indicatdrsbock market development (Market
Capitalization and Value Trade). The first oneicuid liabilities, it measures the
overall size or financial depth (see Goldsmith,296ing and Levine, 1993a; 1993b).
The second one is private credit as suggested byeDmdes and Hussein (1996).
Following Levine and Zervos (1998), we use an dssamt of stock market

development measures, including the overall sizethef market, stock market

liquidity.
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The first one is liquid liabilities (LL), it meases the currency plus demand and
interest-bearing liabilities of bank and non-bangtitutions divided by nominal GDP,
which is to capture the overall size of the forriimlincial intermediary sector. The
traditional practice (Goldsmith, 1969; King and Irey, 1993a; 1993b) has been to
use the size of the formal financial intermediaggter relative to economic activity to
measure financial sector development or “finandegth.” As the size of the financial
intermediary sector is directly related to the gyand quantity of financial services
being offered, LL is considered the most crucialate for measuring banking sector
development (Levine et al., 2000).

The second one is private credit (PC), which messtine ratio of domestic
credit made by commercial banks and other depakitg banks to private sector
divided by nominal GDP. The measure excludes ldassed to governments and
public enterprises. It also excludes credits isdmethe central bank. Use of PC was
recommended since it is more inclusive than othesisures of financial development,
and it also captures an important activity of thearcial sector; namely, channeling
funds from savers to investors in the private gedtevine and Zervos, 1998; Denizer
et al., 2000). A large value of PC which reflecighhavailability of financial services
suggests a well-functioning banking system (Lewnal., 2000).

The set of variables to measure the stock marketldement includes Market
Capitalization and Value Trade. First, the commnodidator for the size of stock
market is Market Capitalization (MC), which equtds total value of stocks listed on
the domestic market divided by nominal GDP. In thegard, a country with a
well-developed stock market tends to have a lastmk market relative to the size of
its economy. MC reflects the importance of finagcthrough equity issues in the

capital mobilization and resource allocation preessRousseau and Wachtel, 2000).

12



Second, the variable that measure the level ofkstoarket liquidity is Value
Trade (VT). VT is the total value of shares tradedthe stock exchange divided by
nominal GDP. Since VT measures the volume of shmsikg traded as a share of total
output, it should accurately reflect the stock neatiquidity relative to the size of the
economy (Levine and Zervos, 1998). For this rea¥dnmay be considered a better
indicator of stock market growth than MC alone. gl not a direct measure of
trading costs or the uncertainty associated wistditg on a particular market, it
reflects liquidity positively on an economy widesiz(Levine, 1991; Bencivenga et

al., 1995; Levine and Zervos,1998; Bekaert e28i01).
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4. Empirical Results
4.1 Unit Root test

Common stochastic trends present among the variallee determination of
whether each series contain a unit root, that rstationary. In this study we use the
conventional Augmented Dickey Fuller (ADF), Kwiatkski, Phillips, Schmidt, and
Shin (KPSS) and Zivot and Andrew (ZA) unit roottteBhat ADF and ZA tests are
non-stationarity as their null hypothesis shile KiRSS test uses the null hypothesis of
stationarity. Zivot and Andrew (1992; hereafter Zfernative tests allows for a unit
root against the alternative of trend stationancpss with a structural break.

These tests are shown to have greater power f@ables following a non-linear
threshold process (Taylor, 2001). Akaike Informati@riterion (AIC), Schwartz
Information Criterion (SBC), and Ljung-Box are i#éd to obtain the number of lags
length in the Test. All variables are nonstationatrythe level, but stationary in first
differences at the 5% level of significance. Talbleshows that all unit root tests

unanimously confirm that all variable are 1(1).

4.2 Cointegration test

The next step, therefore, is to proceed with cgrdagon test. In conducting
cointegration analysis, we employ the Johansen8)l&8thodology because of its
superiority over other alternatives. Since Johamsemtegration test is sensitive to the
lag length lag used, prior to performing the cagnédion test, we use the Akaike
Information Criterion (AIC), Schwartz Informationri@rion (SBC), Hannan-Quinn
information criterion (HQ), and Lagrange MultipligtLM) to determine the
appropriate number of lag. The 5% critical values shown from the Statistics Table
of Johansen and Juselius (1990) with T = 400, lisample of this study is only 119
and therefore we adjust the statistics of the.and A by applying the approach

of Reinsel-Ahn (Reimers, 1992). The tests wereqgoeréd with trend. The results,

14



Table 1. The Results of the Unit Root Test

ADF KPSS ZA
Variable Lag Quarter of
Break

Y -0.477 (5) 0.487" -3.208 1994Q2
AY 5.030™ (5) 0.040 58747 2000Q4
L -1.885 (5) 0.385" -3.949 1985Q4
AL 4,821 (6) 0.076 61267  1989Q1
K -3.040 ) 0.154" -3.358 1988Q1
AK 4.806™ (5) 0.056 55090 1986Q2
EX 0.167 (6) 0.392"" -3.307 1983Q3
AEX -7.083" (6) 0.102 9.209" 1987Q4
LL -0.918 (5) 0.456™ -4.827 1991Q2
ALL -3.670" (4) 0.107 -5.952" 1983Q3
PC -1.636 (5) 0.272"¢ -4.187 1987Q4
APC -4.251T (4) 0.143 5.476" 1990Q2
MC 2,571 ) 0.2327 -4.507 1987Q1
AMC -4.114" 3) 0.068 -6.239" 2003Q3
VT -1.807 (6) 0.683" -4.722 1987Q1
AVT -5.844" (5) 0.055 7.2057 1990Q1

Note: Eleven variables are tested. ADF (1976) wott test with H,: variable are 1(1); KPSS (1992)
unit root test with H: variable are 1(0). ZA (1992) unit root test wistructural break. Number in
parentheses are dates of structural break. The ensmb parentheses are the lag order, which are

selected by the modified Akaike information criterji Schwarz information criterion, and Ljung-Box

test for residual serial correlation. AsteriSland ™ indicate statistical significance at the 5% and
1% levels, respectively.
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Table 2. Cointegration Test Results

H, Without a trend Critical Values (5%)

A Tests Atrace Critical Value A Critical Value

after adjustment

1.Variables:( Y.L, K, EX, LL)

r=0 112.8881 112.4256 45.24043 48.52706
r<1 67.64766 80.86714 30.92663 40.66179
r<2 36.72103 54.33071 18.22556 32.69218
r<3 18.49547 32.75409 13.5022 24.54399
r<4 4.993271 15.84776 4.993271 15.84776
3.Variables: (Y, L, K, EX, PC)
r=0 123.8091 112.4256 46.71257 48.52706
r<1 77.09655 80.86714 36.67137 40.66179
r<2 40.42518 54.33071 23.84801 32.69218
r<3 16.57718 32.75409 9.495205 24.54399
r<4 7.081971 15.84776 7.081971 15.84776
4. Variables: (Y, L, K, EX, MC)
r=0 103.2738 112.4256 41.36845 48.52706
r<1 61.90539 80.86714 26.61078 40.66179
r<2 35.29462 54.33071 22.95771 32.69218
r<3 12.33691 32.75409 8.647126 24.54399
r<4 3.689784 15.84776 3.689784 15.84776
5. Variables: (Y, L, K, EX, VT)
r=0 115.9923 112.4256 41.83756 48.52706
r<1 74.15473 80.86714 35.64529 40.66179
r<2 38.50943 54.33071 25.58246 32.69218
r<3 12.92697 32.75409 9.694385 24.54399
r<4 3.232588 15.84776 3.232588 15.84776

Note: I indicates the number of cointegrating relationsiiipe tests was conducted with trend. The
optimal number of lags, determined by minimum ABBC HQ and LM. This result is assumed that
there is a constant in the cointegrating vectoe 3% critical values are shown from the Statistics
Table of Johansen and Juselius (1990) with T = BQ0the sample of this study is only 119 and
therefore we adjust the statistics of tb?@,ace and /1max by applying the approach of Reinsel-Ahn
(Reimers, 1992). The adjustment equation is giwe@R: = CR "(T/T-KP), where CR denotes the
critical value after adjustment; Cihdicates the initial critical value; T stands fbe number of
sample; K is the number of variable; P is the chdag length. The optimal number of lags,

determined by min AIC,SBC and HQ statistics, is 4.
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shown in Table 2, suggest a non-significant coirgtegn relationship in all case. It
provide evidence of the non-significant a long-rquilibrium relationship between

financial development and economic growth.

4.3 Serial Correlation and ARCH test
The results Table 3 presents the results of Ljuog-BL979) and Lagrange

Multiplier tests for serial correlation and autaregsive conditional heteroskedasticity
(ARCH), respectively, in the economic growth andhficial development. However,
squared residuals of 4 and 8 lags are reject tHhehomoskedasticity, which shows
existence of serial correlation, which is a sigoélthe presence of conditional

heteroskedasticity in the data, but not seriallyatalent.

Table 3. Tests for serial correlation and ARCH

Variables QM4 Q@B Q*(® Q*(8) LM (4)

ALL 8.247 9.069 36.064 69.652 53.154
(0.083) (0.336) (0.000) (0.000)

APC 1.688 1.688 30.588 57.607 58.137
(0.792) (0.989) (0.000) (0.000)

AMC 1.356 1.357 12.384 18.028 31.184
(0.852) (0.995) (0.015) (0.021)

AVT 4,952 10.365 13.653 28.592 29.154
(0.292) (0.240) (0.008) (0.000)

Note: Q(4) and Q(8) are the Ljung-Box statistics for the fourth angheh-order serial correlation

in the residuals.Q?(4) and Q?(8) are the Ljung-Box statistics but it correspondsthe serial
correlation in the squared residualkM (4) are Lagrange Multiplier test statistics with fdags in

the respective squared residual.

4.4 GIJR-GARCH in mean mode

In our empirical work, we estimate the multivari@@R GARCH in mean model.

Equation (4)-(8) using the Broyden-Fletcher-Goldi&hanno (BFGS) method
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calculates the general maximum likelihood estimatethe parameter. To determine
the exact lag structures of equation, we perfotdaanan-Quinn information criterion
(HQ) to performed to determine the lag structure&gs. (5)-(8) to select the most
parsimonious model. The maximum lag length considléen the execution of these
tests is 8. Due to the number of HQ test perfortoegenerate final estimated model,
results from these tests will be provided upon esjuBased on the results from
correlegrams for both series, the LR test and Si@rmns, the final best-gitted
model for the mean equation. After allowing for tb@nstruction of lags, the time

period evaluated is 1978Q1-2007Q3. As indicatediezathe conditional variances

(h, and h,) are included in the mean equations to measurergésponse of

economic growth and financial development to batthwgh uncertainty and financial
uncertainty.
Table 4 gives a detailed report on the estimatesheffinal models. In the

conditional mean equation for economic growth, teefficients ondAy,_,, Ay,,,
Al_,, Al _,, Bk, K., K_,, Aex_,, Aex_, All_,, Al_, h, and h,  are

statistically significant at the 5% level while the conditional mean equation for

liquid liabilities (LL) the coefficients onAll_,, All_,, Ay_,, Ay, Al_,, |,

Ak, DK _,, DK 5, Ok, Aex,, Aex_,, DAex.,, h, and h,  are significant at

t-271
the 5% level.

Of primary interest are the answers as to whethaobuncertainty lowers or has

no impact on economic growth and liquid liabiliti@he sign and significance of the

conditional variancesh(, and h,) can provide such answers. The significantly

it

negative coefficient (-0.434) om, and (-0.309) onh, in the mean economic

it

growth equation implies increases in economic ghnowrtcertainty boosts up LL. In
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Table 4. GJR-GARCH-M model: Liquid Liabilities aegdonomic growth

Conditional Mean Equations

Ay, =0.123- 0139y, , +0.092y, , — 0.266Al,_, + 0.170QAl,_, + 0.003Ak, , — 0.005AK, ,
(6.539(-4.483 (4416) (-2509  (2.07) 1042  (-1667)
- 0.006Ak,_, + 0.006AK,_, + 0.0150ex, , — 0.037Aex,_, + 0.164All_, — 0.104All, ,
(-1.912) (1.709) (2046)  (-3.45]) (5168  (-3.343
— 0.434h,, - 0.30%h,
(-267) (-2.272)

All, =0.114-0.188All, , +0.098All,_, +0.202y, , + 0.0214y, , — 0.109y, , + 0.53%!,
(4.530)(-5.467) (3.807) (5.978 063)  (-3519 (2.909
— 0.486Al,_, —0.013Ak _, + 0.012K, , — 0.011AK, , + 0.010Ak, _, — 0.0320ex,
(-3213  (-3979 (3256) (-2032 (2009  (-3.76)
+0.0340ex,_, +0.030ex,_, - 0.102h, - 0.018h,,

(2553 (2567) (-2459 (-2.10)

Conditional Variance / Covariance Equations

h, =0.134+0.17%,_, + 0018 , + 00195, 7,
(25.318(4209 (2169 (2292

h, =0.153+ 0.115n,,_, + 0.012¢;_, + 0.066S;, &7,
(22561(2455  (1.826)  (L779

Cov, =0.06%0 0,
(0.403

Residual diagnostics

Mean Variance Q) Q% (4) Q@®) Q*(®)

. 0.1613 0.9733 1.4865  0.6778 6.3299 7.6974
7 [0.6854] [0.9540] [0.2754] [0.4636]
Z, 0.0568 1.1772 1.6575 6.1187 6.7464 9.1991
[0.6464] [0.1905] [0.2402] [0.3258]

Note: T-statistics are displayed as (.). Marginghiicance levels are displayed as [.].
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the mean LL equation, the estimated coefficientlgn and h, are negative (-0.102

it

and -0.018) and significant at the 5% level, which provides evidence that economic
growth uncertainty lowers LL uncertainty.

Note that the coefficient omill_, and All _, are significant in the mean
equation for economic growth and lagged economic growth taymn, and Ay, , in
the mean financial development equation suggest a bidirectional Granger causality
running from financial development to economic growth.

In both equations for the conditional variance of economic growth and liquid

liabilities, the asymmetry effects are found as indicated earlier. The coefficiepf on

is positive and statistically significant at the 5% level, suggesting negative economic
growth surprises in Taiwan are greater than positive ones in their influence on the
conditional variance. Similarly, the positive and significant coefficient jgn
suggests that LL uncertainty rises more in response to negative liquid liabilities
surprises than positive ones. However, the coefficient on the lagged residual variance
for economic growth (0.179) is smaller than liquid liabilities (0.115), implying that
the effects of LL are shorter-lived than the effects of economic growth uncertainty.

Overall, the model appears well specified. The Ljung-Box Q-statistics are

calculated for the standardized residuals, (and Z,,) ,and their corresponding

squares. None of these values is significant at conventional levels; hence we conclude
that standardized residuals and the squared residual are not serially correlated and
arch effects.

Several results stand out in Table 5. As these results show, the constant term and

the coefficients ondy,_,, Ay, Al_,, Al_,, Ak_,, Ak_,, Ak, Aex,

Aex._, , Dex_,, Apc, Apc_,, h, and h, inthe conditional mean equation
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Table 5. GJR-GARCH-M model: Private Credit and economic growth

Conditional Mean Equations

Ay, = 0214 02521y, , — 0005y, , + 01827y, , - 0104l , — 0393, , + 02547l
(11584)( 8387) — ( 0016 (7923 (0863 £ 376)  (2236)
- 0010Ak,_, - 0008AK, , + 000SAK, , + 0037Aex,_, — 0029ex, , — 0041Aex,
- (3709 - (2420 (1704 (49089 £ 304]) (4249
— 00120ex,_, + 0067Apc, , + 0167Apc, , — 0008ApC,_, - 018®), — 003¢h

- (1169 (3495 (6604 0330 £ 2015 (3549

Apc, = 0042- 0058\pc,_, + 0007Apc,_, + 0187Apc,_, + 0017Ay, , + 0393AY,_,
L039( 0840 (0141 (5356 (0267) (6408
+ 0128y, , + 0162l,_, — 00167k, + 00207k, , — 006%Aex,_, + 0007Aex,_,

(2894) 0692 -—( 296) (3290 £ 4113 (039
+ 003%ex,_, - 005h,, - 0046h
(2568 € 2145 (234)

Conditional Variance / Covariance Equations

h,= 0124 014, + 00262, + 0022S, £,

. =
(243382772  (3026) (2395
h = 0304 0018 + 00432 _ + 00785, .2

@3843(219) (2137) (2239
Cov, = 00587 ,,0

0427
Residual diagnostics
Mean Variance Q(4) Q% (4 Q(@®) Q%8
7 0.0840 0.9263 2.6881 1.4044 6.0867 9.6589
4 [0.2608] [0.8434] [0.1928] [0.2898]
7 0.0974 0.9135 3.7239 2.5584 5.1310 14.7978
e [0.1554] [0.6342] [0.2741] [0.0632]

Note: T-statistics are displayed as (.). Marginal significance levels are displayed as [.].
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for economic growth are all individually significdaat the 5% level, whereas in the

conditional mean equation for private credit (PRy toefficients onApc,_,, Ay,_,,

Ay, ;, Ok, Ok ,, Dex ., Aex_,, h, and h are individually significant at the

-
5% level. The statistical significance dpc_, and Apc_, in the mean equation for

economic growth together with the absence of laggamhomic growth terms in the
mean equation for PC indicate bidirectional Grangmrsality from private credit to
economic growth in Taiwan.

In the mean equation of economic growth, the sigguiftly negative coefficient

(-0.180) on h,, implies that increases in economic growth uncetyaboosts up than

PC uncertainty. Likewise, in the mean PC equatibe,estimated coefficient oin_,

is negative (-0.046) and significant at the 5% letreat economic growth uncertainty
lower than economic growth.

Both variance equations shows that the conditioreiances of economic
growth and PC are time varying and asymmetricaleéieer, the coefficient on the
lagged residual variance for PC is in a smaller mtagde to the one on economic

growth, implying that the effect of PC uncertaiaine shorter-lived than the effect of
economic growth uncertainty. The coefficient gr) is positive and statistically
significant at the 5% level, suggesting negativenemic growth surprises are greater
than positive ones in their influence on the caoddl variance. Similarly, the
positive and significant coefficient o, suggests that private credit uncertainty
rises more in response to negative private credgrses than positive ones.

We calculate Ljung-Box Q-statistics at 4 and 8 lagsthe levels, squares of the

standardized residuals for the estimated GJR-GARCHnNnean system. The null

hypothesis of no fourth-order and eighth-orderaddimear dependence of th@ (4)
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Q*(4), QB and Q? (8) tests, are not significant at 5% level; hence,carclude
that standardized residuals and the squared résiceiaot serially correlated.

Table 6 reports parameter estimates from the estmaf the reduced model.
Both the GJR-GARCH in mean equation for the ecocognowth the constant term

and Ay, ,, Ay, 4, Ok, Bk, BK_y, Ok, Aex, Aex_;, Amc_,, Amc_,,

h, and h,,, whereas in the conditional mean equation for etadapitalization

mct ?
(MC) the coefficients ondy,,, Al_,, Aex,, Aex_;, h, and h, are all

individually significant at the 5% level.

However, the coefficient on the lagged residuaiarare for economic growth
and MC are significant at 5% level. The coefficientthe lagged residual variance is
smaller for economic growth (0.147) than for MQO@X), suggesting that MC shocks
have shorter-lived effects on financial developmamtertainty than MC shocks have
on economic growth uncertainty.

For GJR-GARCH in mean model, the presence of asynuredfects is tested on the

basis of the alternative hypothesis being thgt¥ an® y, # 0) and leverage effect

is tested by the hypothesis thagt, (> ar@l y, > 0). As shown in Table 6, both

hypotheses are rejected for indices, it indicateset are asymmetric and leverage
effects.

The statistical significance oAmc,_, and Amc,_, in the mean equation for
economic growth together with the existence of éhgconomic growth termay,_,
in the mean equation for market capitalizationgate bidirectional Granger causality
from growth to economic growth in Taiwan.

Again, the diagnostic tests using Ljung-Box Q-stats on the level and squared

standardized residuals reveal that there are nal slspendence in the residuals and
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Table 6. GJR-GARCH-M model: Market Capitalizatiardaeconomic growth

Conditional Mean Equations

Ay, =0.189- 0.33%y, , + 0.263Ay, , — 0.036Al,_, + 0.158Al,_, + 0.008Ak,_, — 0.0127K,_,
(9.808(~7.410) (6416  (-0.245  (L600) (2833  (-3825
~0.008AK, , + 0.013Ak, _, + 0.03%ex,_, - 0.041Aex, , + 0.021Amc, , - 0.012Amc,
(-2.219) (3.677) 4632  (-3.799 (2870  (-2589
~ 0.500h,, - 0.008h,

(-2.908 (-3.030)

Amc, =-0.002- 0.065AmK,_, + 0.093AMc, , + 0.65%y, , — 0.76Q0y, , + 0.454Al ,

(~0.008(-0.826) (1432 (1520 (-2486 (3352
+0.926Al,_, + 0.008AK, , — 0.003AK, , — 0.194Aex, _, + 0.008Aex, _, + 0.1450ex, _,
(0.947) (002)  (-0.006) (-1.682 (0.060) (2.819)

- 0.86%, —0.032,,,
(-2.472) (-1.839

Conditional Variance / Covariance Equations

h, =0.132+0.016h,_, +0.02%2_, +0.028S,_£2_,
19.142)(41929 (3365  (3.187)

h,, =0.702+0147h_, , +0.0432,  +0.094S,, &2,
(L0054(3.365  (272)  (2.800

Cov, =00100 0,
(0.889

Residual diagnostics

Mean Variance Q@4 Q* (4 Q@B Q*(8)

. 0.0963 0.9213 2.9051  0.0215 5.5230 10.0960
4 [0.5738] [0.8835] [0.7005] [0.1207]
Z,. 0.0117 0.9663 7.4704  5.5940 10.8231 15.8953
[0.1130] [0.0180] [0.2119] [0.0143]

Note: T-statistics are displayed as (.). Margiighiicance levels are displayed as [.].
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remaining GARCH effects.

Table 7 reports, the constant term and the coefftsi on Ay, ,, Ay, ,, Al

t-31

Ak, DK, OK_;, Ok ,, Aex., Aex_,, Lex_,, Avt_,, Avt_,, h, and h, in

the conditional mean equation for economic growthall individually significant at
the 5% level. In the conditional mean equatiorvaue trade (VT) the coefficients on

Avt,, MMt _;, By,,, bk ,, DAex.,, h, and h, are significant at the 5% level.

Consistent with the Lagrange Multiplier test resuleported in Table 3, the
results for the variance equations demonstrate tttetvariances of both economic
growth and value trade are time varying, displaymasetry, and exhibit statistically

significant GARCH terms. Of greatest note are thineated asymmetry effects. The

coefficients onh,, and h,, in the conditional variance equations for economic

growth and VT, respectively, are both negative stadistically significant at the 5%

level. Overall, the model appears to be well spetif The standardized residuals,

Z . and Z , both possess means and variances that areistdiyshon-significant ,

vit !

yt

respectively, and both satisfy the nulls of no thwand eighth order serial dependence,
as indicated by Ljung-Box test.

In the conditional mean equation for economic ghgwhe estimated coefficients

on h, and h, indicate that both increased economic growth uaggty and

increases economic growth uncertainty uppers agegagnomic growth. In the mean

equation for value trade, the parameter estinfgteis positive and statistically

significant, indicating that increased economicvgtolowers average value trade in

Taiwan. Interestingly, however, the estimated goifit on the asymmetry terny,

in the conditional variance equation for economiowgh indicates that economic
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Table 7. GJR-GARCH-M model: Value Trade and ecomognowth

Conditional Mean Equations

Ay, =0.232- 02910y, , + 0.224Ay, , +0.378Al_, + 0.010Ak,_, — 0.009Ak, , — 0.013Ak, ,
(14536)(-4.452)  (4.206) 3652 (2862  (-3629 (-2.709
+0.011AK, , +0.0400ex, , — 0.030Aex, , — 0.059ex, , — 0.005Aex, , + 0.004Avt,

(3.576) 4.019  (-3.046) (-4.476  (-0.355 (1,509
+0.007Avt,_, + 0.002Avt,_, — 0.005Avt,_, — 0.002h,, — 0.436h,,
(3.680) (0.649) (2609  (-2.76) (-2.759

Avt, = -0.037- 0.157Avt, , + 0.220Avt, , + 2.138)y, , — 15460y, , + 0.711Al, , —0.230Al, ,
(-0029(-2.2500  (L966) (23000 (-0.878  (L069  (-0.27H
~0.241Al,_, - 0.329k, , — 0548k, , — 0.652ex,_, — 0.746Aex,_, +1.267Aex, ,

(-0.240 (-1.169 (-2.880 (-1.439 (-0.877) (4.708
-0.165, - 0.081h,,
(-5.0149 (-5.818
Conditional Variance / Covariance Equations
h, =0.123+0416n,_, + 0.028531_l + 0.0248;_1551_1
(21593 (4.228 (2232 (38.389
h, =0.942+0.182n,_, + 0.092<’ , +0.079S;, &5,
L1.941(3.759 (3.847 (1.803
Cov, =0.0840,0,,
(0.656
Residual diagnostics
Mean Variance Q(4) Q% (4) Q@®) Q%8
7 0.0890 0.8110 0.8002 2.1086 4.7044 4.0490
4 [0.9384] [0.7158] [0.7887] [0.7741]
Zv[t 0.0623 1.3466 2.2230 2.8011 13.0330 8.5122
[0.6948] [0.5916] [0.1107] [0.2896]

Note: T-statistics are displayed as (.). Margiighiicance levels are displayed as [.].
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growth uncertainty rises more in response to negaconomic growth surprises than

to positive surprises. Finally, the estimated doifht on the asymmetry terny, in
the conditional variance equation for value trat#aates that VT uncertainty rises

more in response to negative growth shocks th@osdive shocks.
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5. Conclusions

In this study, we employ an alternative empiricgledfication, that have
constructed a nonlinear GJR-GARCH in mean modeh imultivariate context of
Taiwanese economic growth uncertainty and finandelelopment uncertainty over
the period 1978:1 to 2007:3. We use real GDP, |dbare, capital stock, export of
goods and services and four financial developmedicators as proxy variables to
re-evaluate its impacts.

The results, suggest non-significant cointegratelgtionships in all case. We
began by considering the four hypotheses. Our teshbsed on GJR-GARCH in
mean model of the conditional variance of the neslisl showed strong evidence of
volatility persistence in the financial developmeamid economic growth. This study
find strong evidence for the predications that @ased economic growth uncertainty
and financial development uncertainty reduces a&eeraconomic growth and
financial development. In additional, while success uncover a statistically
significant relationship between economic growthcerainty and financial
development uncertainty. All financial developmetuation suggest bidirectional

Granger causality running from to economic growtastly, significant and positive

coefficient on ), and y, in the condition variance equation for economiovgh

and financial development. It implies that risesrenio response to negative financial

development and economic growth surprises thamsdipe surprises.

This paper shows the financial development unagtdiave robust and negative
individual effect on economic growth. The results this paper point at three
important conclusions. First, in Taiwan where thearcial sector is often very
rudimentary, a stable and credible financial degmient policy appears to be of

utmost importance. Second, a well-developed firers®ctor is an important means
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by which growth-reducing effects of financial dey@inent uncertainties and
economic growth uncertainties can be mitigatedrdihour key result is that in a
variety of models and sample periods, financial eflgment uncertainty are

shorter-lived than the effects of economic growtleartainty.
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