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ABSTRACT

Data Broadcasting is an efficient communication model when clients request data from a
server in wireless environment. Data is delivered by a server downstream with a wide bandwidth.
All clients keep listening to the broadcast channel and catch the data that interest them. The
important issue of designing a proper broadcast schedule is to reduce the clients’ total access time.
Most previous researches focused on a query just only include one data item, but not consider
multiple data items are included in a query. In this paper, we propose an A algorithm to the
broadcast problem which consider the complex queries where a query include multiple data items.
Experiential results show that our method outperforms the QEM algorithm [14] in accesstime.
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1 INTRODUCTION

In this chapter, we describe the wireless
environment of data broadcasting, some
problems are discussed and instruction our

approach. At last, we list our research

framework.

Advance in science and technology,
internet and intranet have enabled the
development of data-dissemination

applications. The mobile computing and the
communication technology in wirdess are
expanded fast in recent years. There are more
and more people to utilize the public
infrastructures to deliver information to other
mobile usars who are interested in the
information.

Wireless network architectures can be
divided into AdHoc and Client-Sever. An
ad-hoc network forms a temporary network
which consists of mobile devices without
pre-established  infrastructure  [23]. In
Ad-Hoc network, each mobile device can be
a save to send information to its
neighborhood or just be a client to receive the
data items, and each mobile device could
move free in its communication range. The

power control problem of portable devices

makes mobile users communicate only within
their transmission ranges [28]. In [10] had
proposed a broadcast tree method with
shorting the longest edge among a spanning
tree to save power consuming. There is a
research using neighbor caching strategy to
put the data items which it will request in its
neighborhood for
capability, it is an agorithm that can adjust

sharing their cache
neighbor caching ability and makes 4l
caches flexible according to their idleness of
storage [11]. The research in [10], proposed a
forwarding set selection scheme to broadcast
with transmission power control in two-hop
ad hoc network. The two-hop loca
information included node ID and node s
signa strength which was used to calculate
the transmission power.

The wireless communication in client-sever
includes a server and many clients. Each
mobile client could access data items which
they interest in pass the server. The
communication capacity from a server to
clients (downstream) is far greater than
clients to a server (upstream) in the wireless
environment. For example, a server has a
high bandwidth broadcast capacity if clients
can not sent data with lower bandwidth. That

means in the wirdess environment, the



mobile users are limited in bandwidth and
power consuming. Because of this reason, the
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Figure 1- 0 The environment of wireless broadcast for pull-based system.

users just care how long they will receive the
data completely which they want to use and
how to reduce the power consuming.
Therefore, taking
broadcast-based are proposed in succession.
Acharya et d. [1, 2, 5 34 proposed
Broadcast Disk for structuring the broadcast
way. The client terminas teke over the

infformation  systems

information through the broadcast system.
The server anayzes the data items access
patterns of al queries of clients and
broadcasts the data items in turn.

In wireless broadcast environment, the
server will sent al data items repeatedly and
continuously. Such the systems can be
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categorized into two ways to broadcast data
(1) pull-based approach [ 7, 20, 31,

33,39, 44 ]

items
It considers whether clients sent

data queries to the server. A server only
broadcasts data items on demand as mobile
devices ask them explicitly, so unwanted data
items will never be broadcast (shown in
Figure 11). (2) push-based approach [6, 12,
17,18, 35, 38, 45, 47 ] A server broadcasts
data items repeatedly and mobile devices
listen to the broadcast channel and receive
the data items needed. The benefit of this
way is the scdability. The broadcast
scheduling will be given an indication of data
items desired by all clients and the cost for
ddivering data items is independent of

gueries. In other words, a pushbased

broadcast can satisfy multiple queries with
the same data items. While the mobile
devices entry the broadcast channel and sent
lisen to the

their queries, they will

information until they receive al data items
which they interested in. We show the
environment of wireless broadcast for
push-based system in Figure 1-2.

There are two important issues when we
discuss wireless data broadcasting which are
shorten tuning time and reduce access time.
The tuning time is the amount of time spent
by a client listening to the channel [14]. The
tuning time is determined by power
consuming while maobile
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Figure - 0 The environment of wireless broadcast for push-based system.
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devices receive data items [13]. The access
time is the amount of time eapse from the
moment a client submits a query to the
receipt of the data items of his interest on the
broadcast channel [14].

Mobile devices will operate in two modes.
One is cdled active mode, while the
mobile devices connect the broadcast
channel and examine the information from
the server to decide if they should receive
the data items. In this mode, CPU is
operated for investigating the information
whether match what they need and it will
consume amount of battery power. Another
mode means the mobile devices are

worked in the doze mode to save power
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consuming as their demanded data objects
arrive yet.

For energy saving, there were researches
proposed by using index techniques (shown
in Figure £3) to access data objects on the
broadcast channel [13, 23, 24, 32, 43. Index
based organization of data transmitted over
broadcast channdl, is very important form the
power conservation point of view and can
result in significant improvement in battery
utilization [25]. They added some
information in front of al data items and all
clients can accord to the addition information
to access data objects without listening in the
channel continuoudly, all mobile clients can

Figure - 0  The approach of index tree.

> index item

data items




be directed to take over the data items
efficiently. In [22, 24, 25], the index data are
broadcast m times for each broadcast cycle,
called (L,m). Digributed indexing improves
(1,m) indexing agorithm by decreasing some
partia replication of index. Some researches
[42, 43], introduced taxonomy of index
dissemination for broadcast channels. They
utilize B* tree to construct search model.

In [36] devised an agorithm, referred to as
algorithm DL, to dynamically adjust the
broadcast programs by shuffling data items
among dfferent levels in the alocation tree.
In [23], proposed two policies to reduce the
tuning time. The lower power level index
first policy tended to cache the leave index
nodes of the index tree while the cut plane

first policy cached the cut-plane of index tree.

In [37], proposed anovel on-demand method,
naned NICD (Normalized
Distance), which eiminates the need for
indexing the broadcast schedule by enabling
mobile devices compute the require index

Inter Cluster

information themselves. In [17], proposed an
on-line agorithm to disseminate events
update. It assumed that each channel has the
fixed time dots and used the concept of TDM
(Time Divison Multiplexing) to disseminate

data items. Mobile devices monitored the

channel with the same interva time o save
energy consuming and avoid missing update
In [43], presented a global
indexing scheme for

data items.
location  dependent
queries, which was designed to serve queries
in which the query result is relevant to

client’ slocation.

Many schemes proposed to broadcast data
items efficiently to a large number of mobile
devices. They tried to minimize the total
access time for the data items needed. Some
algorithms consider the property of real-time
data items and non-real-time data items. In
the real-time system [8, 27, 31, 33|, the data
items must be transferred to clients within the
deadline. In [27] introduced the concept of
absolute validity interval (AV1) to capture the
temporal congtraint of the data items. It was
applied in many applications such as stock
trading system, traffic system..., and so on.
For example, the stock price changes at any
time, and if the users can not receive correct
price information, they will not handle the
stocks on time. In intelligent vehicle highway
system (IVHS) [31], sent present traffic
If the
information is not sent to the drivers on time,

information to drivers on time

it will be usdess information.



In non-real-time
broadcasting schedules are studied to reduce
the waiting time of clients for asked data

system, many

items on the air. For transmitting data items
efficiently, suitable
broadcasting schedule of a set of data objects.

we must look for
Some researches were proposed in [14, 30],
which utilize the characteristic of data
frequently to decide the scheme. So the more
popular data items must be broadcasted many
times or be placed in front of the not popular
data items in the same cycle. The schedule
methods [12, 19, 29, 45, 46)], established the
broadcast schedule by using caching strategy
which put the hot data in local host. The
advantage of this way is decreasing the times
for clientsto ask their desired data items pass
a server. However, it is limited in the cache
size of capacity with each mobile user. In
[18], proposed the method is caled First
Come Firgt Served (FCFS), which ordered
the data items by their request time. The
advantage is the access request will get
responded in a finite time. But it does not
consider the difference of access frequency
with data items. In the later, Most Request
Firg (MRF) scheduling method broadcasts
the data items which bases on the largest

number of request was proposed If

most-frequent dataitems in a broadcast cycle,
they will have higher response ratio. But its
shortcoming is the lower-frequency data
put behind the
most-frequent data items. So the request on

items will aways
those will not be satisfied in a short period. In
addition, [4] combined the benefits of MRF
and FCFS
performance for both hot and cold data items.

in order to provide good

It considers the data items of access
frequency and waiting time to calculate the
proper data scheduling, declared as RxW
method. In [40, 47], proposed a non-greedy,
low polynomia time cost optimization
method to place data over a wireless
broadcast channel for

range query processing.

multi-dimensiona

Previous works have focused on retrieving
a single data item from a broadcast channel.
But in real word, mobile devices may access
multiple data items. Few works [15, 19, 27],
had been done on complex queries where a
query includes multiple data items. In [15],
addressed the clustering of data items for
multipoint requests, that was, a query access
more than one data item recorded on the
broadcast stream. It defined two affinity
measures data affinity and segment affinity.
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The method clustered data items based on the
two measures.

Some researches [35, 38], using data

mining techniques decide a broadcast scheme.

They based on anayzing the broadcast
history (i.e, the chronological sequence of
data items that had been requested by mobile
devices) to find associations and sequencesin
individual data items. In [14], they construct
the data scheduling by appending the data
items of each query to minimal total access
time with greedy method. It considers the
frequency of
relationship between al data items. If the
data items have high relationship, they will

each query to find the

be put on together. But in this way, they just
only account of the data items in one query,
and ignore the dtuation of al data items
which were accessed in whole queries.

In this paper, ar god is to find a good
broadcast scheduling that can be reduced
clients times. Our

access system

environment is assumed as follows

B Theserver broadcast dataitems on
a pushbased system.
m There is only one broadcast

channd.

B A query can be included multiple
data items.

m  Theszeof dataitemsisequdly.

m A data item will be disseminated

once in the same broadcast cycle.

The data placement problem can be
formulated as a path search problem, hence
we propose an A" agorithm which isagraph
search agorithm to decide a broadcast
scheduling. A™ agorithm is quite famous in
artificial In the A
algorithm, we consider the requested
relationships among data items in whole

intelligence domain.

queries. We design a cost function and
combine a heuristic Breadth-First-Search
algorithm to find a good solution. In order to
arrive at the am in the reasonable time, we
also design a window size to make the data
items within the range are performed A’
agorithm for searching optima data
placement in a window sSize. Experientia
results show that our method outperforms the
QEM dgorithmin accesstime.

The rest of this paper is organized as
follows. Chapter 2, we define the problem of
the data broadcasting problem in the wireless
environment and address some assumption

conditions. The A" dgorithm for data



alocation with some illustrative examples is
proposed in Chapter 3. Performance study
results are discussed in Chapter 4. Find,
conclusions are given in Chapter 5.

2 BROADCAST SCHEDULING
PROBLEM

In this chapter, we define the data
placement problem and introduce how the
issue is produced. This problem was showed
that it is a NP-complete problem [14]. We

will use QD method [14] to measure the total
access time of a query which is a mobile
client needed.

2.1 Symbol definitions

Table 2-1 shows some notations for
problem definition [14]. A server will place
the data items on the broadcast channd to

minimize the total access time (TAT), denoted

by [14]

Table2- 1 Symbol definitions[14]

Notation Meaning
d, adataitem to be broadcast
D aset of dataitems d, ;{ d,,d, ..., d}
B the size of abroadcast stream i.e.d |d,|," d, T D
q; aquery that isissued on broadcast data stream
QDS(q;) the set of dataitemsthat ¢, accesses
ferq(q;) the frequency of Q,
Q the set of queriesof;{ @,,0, ,....0y }
s the broadcast schedule of D

TATS)=a A™(q,s) ren@), (g

qiQ

where AT ™ (q,,s) istheaverage access

al Q

time of a query q, basedon S . Because



clients tune into broadcast channd on

different time, AT *(q,,s) is had to

gl Q
calculate. However, a measure manner Query
(QD)
evauate AT **(q,,s ) » that indicates the

al Q

Distance is proposed to

degree of coherence of the data items in a
query [14]. The measure is interpreted as
follows

Definition 1 [14]

and d; is the interval between d; and
d,,, in a schedule s . Then the QD of
g; in s isdefinedas

QD(gs)=B- MAX(d), k=1~n

The example in Figure 2-1, we assume
s =<d,d,d;d,d; >, the B isequal to 5
andthe QDS(q;) ={d,d,}.Hencethe d,
is equd to 1 and d, is equd to 2, ad
QD(qs)=B- MAX(d )=5- 2=3.

Suppose QDS(q) is{d,, d,, .., d,}
< current broadcast cycle next broadcast cycle
dy | ds | di | dp [ d3 | dy |[ds |y |y [ s |y | ds | Do | o
[ ]
dl d2
Figure2- 0 The QD of aquery.

In [14] proposed the lemma as follow
Givenaquery g, and two schedule

s, and s,

if QD(gs,)3 QD(qs,)
then AT"(gs,) 2 AT"(gs,)

The tota query distance is presented as
TQD(s) defined
asQOqs)* fredq), where qiT Q. The
broadcast scheduling problem redefine to
minimizethe TQD(s ).

that is



The definition was proposed in [14]

Given a set of queriesQ and a set of
dataitems D, the wireless data placement

problemisto find a broadcast schedule s ,

such that
TQD(S ;) isminimum among all possible

S, 1=1,..

2.2 Effect of different broadcast

schedule
A broadcast scheduling of a server

determines an ordering of data items which
through the server. Weuse s as a broadcast
cycle which presents a data ordering. In this
paper, we assume that there is a server and
some clients in the wireless environment.
Server will
patterns to find a data schedule. The sizes of

andyze the clients request
data items are equally and they will be
broadcasted once in the same cycle. Besides,
we allow each query can consist of more than
one data items. A dataitem is denoted as d; in

this paper.

An ordering of data items affects the
access time of al clients directly [14].
For example, in Figure 2-2 (@), we
assume the broadcast cycle s = <dj, dy,
ds, dy, ds>. There is a client (C;) which
requests the data items dz and ds (g {ds,
ds}). G listens to the broadcast channel
when the server broadcasts ds in part. In
order to access d; completely, it will wait
for next broadcast cycle, but ds will be
received in current broadcast cycle. In
other words, the client must wait for ds
until next broadcast cycle to access ds
and ds completely. We present the AT (q;)
as the time from a client tunes in a
broadcast channel until it receives al data
items which are the client wanted. So
while the broadcast cycle s = <d, dy, ds,
ds4, 05>, the AT (q) is equal to 5.5 (Figure
2-2(a)). But if the broadcast cycle is
changed as s '= <dg, di, &b, d3, d5>, the
AT () will be 2.5 (Figure 2-2(b)).
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Figure 2= 0 The example of the Access Time.

However, in rea world, there are many
clients to request different queries. If we
change the broadcast cycle, it maybe
increases the access time of some clients.
For example, we assume two clients sent
their queries, 1 = {di, d2} and g = {dy,
da}. If s = dp, d3, di, ds>,
the AT(q,)=2 and AT(q,)=3 (shown

<di,

in Figure 2-3(a). If s' = <dy, ds, ds, dy,

ds>, then AT(qg) will be increase from

2 to 4, and AT(q,) will be decrease
from 3 to 2 (shown in Figure 2-3(b)). In

this case, we know the benefit among
queries is a complex and hard work, and
al data items have different frequency
with accessing times. Our purpose is to
decide a data schedule to make the Total

Access Timeas smaller as possible.



3 A" search algorithm Approach to Wireless Data Placement

Figure 3- 0 A state space graph.

3.1Basicidea

A’ dgorithm [16, 41] is a graph search
agorithm that finds a path from a given
initial node to a given goa node. It utilizesa
"heuristic estimate” that orders each node by
estimating the best route that goes through
that node. It vidits the nodes in order of this
heuristic estimate. The A" dgorithm is
therefore an example of best-first search. The
Best-First-Search (BFS) agorithm [41] uses
heurigtic function to estimate how far from
the goal. Instead of choosing the node closest
to the start point, it selects the node closest to
the goa node. Because of using a heuristic
function guides the way towards the god

node very quickly.

Let we consider the follow example. If we
are standing at place X, and we want to go to
place Y. The X place is a node of the graph
and aroad is an edge. The data placement
problem can be formulated as a path search
problem in an acyclic directed graph, called
state space graph (shown in Figure 31). If
we do a breadth-first search which is like
Dijkstras Algorithm [41], we will search dll
nodes within a state space graph, gradually
expanding paths to search places farther and
father away from our starting node.
However, a better strategy is to explore the
node directly to the goa node first. Then, the



roads permitting, we will continue to explore
intersections closer and closer to the goal.

3.2 Description

A’ agorithm begins a a sdlected node.
Applied to this node is the "cost” of this node
(usudly zero for the initid node). A’
algorithm estimates the cost to the goa node
from the current node. The cost is assigned to
the path leading to this node. Then, the node
is added to a priority queue, usually denoted
as 'open". The algorithm after removes the
next node from the priority queue. If the
queue is empty, there is no path from the
initial node to the goa node and the
algorithm can be stopped. If the node is the
god node, A" dgorithm will output the
successful path.

If the node is not the goal node, new nodes
are creasted for other admissible adjoining
nodes. For any successive node, A" agorithm
calculates the "cost" of the node and saves it
with the node. This cost is calculated from
the cumulative sum of costs which are stored
with their ancestors, plus the cost of the
process which reached this new node.

The agorithm maintains a "closed” list of
nodes which have been checked. If a
generated node newly has been located in this
list with an equa or lower cogt, no further
processing is done on that node. If a node in
the closed list mates a new node, but had
been stored with a higher cogt, it is removed
from the closed list, and processing continues
on the new node. Next, an estimate of the
new node's cost to the godl isincreased to the
cost with forming the heuristic for that node.
Then it is added to the "open™ priority queue,
unless an identica node with lesser or equa
heuristic is found there.

As soon as the above steps have been
repeated for each new adjoining node, the
origina node taken from the priority queueis
added to the "closed” list. The next node is
then popped from the priority queue and the
process is repeated. The A" agorithm
procedure is a branch and bound search
algorithm, with an estimate of remaining path,
which is combined with the dynamica
programming principle. It is aso an
important work to design a proper cost
function in a heuristic search agorithm. An
estimate of the new node's cost directly
affects the fina solution. If the estimate of

remaining path forever is a lower-bound on



the actua path, it is the optima solution. We
will describe our cost function in 3.3.1. To
conduct A" agorithm search below [16]

v' From a one-element queue consisting of
a zero-length path that contains only the root
node.
v' Until
terminates at the goal node or the queue is
empty,

m  Remove the first path from the

the first path in the queue

queue; create new paths by extending the first
path to all the neighbor of the terminal node.

m  Rgect dl new paths with loops.

m If two or more paths reach a
common node, delete al those paths except
the one that reaches the common node with
the minimum cost.

[ | Sort the entire queue by the
sum of the path length and a lower-bound
estimate of the cost remaining, with least-cost
pathsin front.

v If the goad node is found, announce

success; otherwise, announce failure.
3.3Using A’ algorithm for data broadcast

Using A" to decide a path with minimum
costsin a state space graph is effective [5, 9].
It is a branch and bound agorithm that starts

at a vertex and branches at the vertex i with
the lowest cost that has been visited up now.

Note that only the visited nodes are created
dynamically.

A correct estimate will cause only
expansions on the optimum path.
Moreover the search is accelerated by the
use of a monotonically increasing cost
function, because not any vertex will be
expanded twice. Next, we introduce our

cost function.

3.3.1 Cost function

There are dfferent results with different cost
functions, so how to estimate the cost of each
node is an important work. In this session, we

illugtrate our cost function with a simple
example.

Assume there is a set of data items to be
placed, denoted as D= {d, d.,...,d.} . A query
gy accesses a st of daa items s
represented as QDS(q ) . We introduce the
relationship of data items for the queries q,
in Figure 3-2. A vertex is denoted as V,

included a set of data items that has been



placed (shown in Figure 3-3). The V's

parent node is P(V). A cost of the vertex

V, isdenoted as C(V,) and C(P(V,)) is

the cost of its parent node. The

dl d2 d3 d4
Sl da
J—" J—.i
Q2
’ 03 .J
Os

Figure 3- 0 Therelationships of dataitemswith different queries.

M)l D means a set of data items
which has been placed and M(V)1 D isa
set of data items which not have been placed.
The é(\/i) is the number of queries that
links M(V) and M(V). If there are n
gueries between the two set, é(\/i) is equal
to n. The number within a vertex in Figure

33is é(\/i) . We illustrate how to order the

data items with a smple case.

For example, if there are five queries
QDS(q,) {di,d}  QDS(q,) {dz, ck}

QDS(a,)
dit  QDS(q.)
relationships are shown in Figure 33. The

{d;, d5, di} QDS(q,) {ds,

{di, dg}, the data items

cost of vertex V; V, Vi V,areequa to2
3 3 3,denotedas C(V)=2 C(V,) =3

C(v,) =3 C(v,) =3

computational processes are presented in

, the

Figure 3-4. In other words, if exists two data
items, d, and dj belonged to QDS(q,) .

andd T M(V) d,T M(V),thenweadd 1to



é(\/i) . Thus the cost function in our C(V):C(P(V))"'é(v)

research is presented as follows

2,03}
V{dy, d}

Vl4{ dl, d2, d3 ,d4}

Figure 3- 0 State space graph for the example in Figure 3-2. Sub graph searched
during Branch and Bound (solid), and optimal path (bold).

C(v)=2 C(P(V))=0=C(V) o

Our god isto find a data schedule that et~ C(V.) =C(P(V))) +C(V)=0+2=2
TAT(s) is smaller as possible. According é(\/ )=3 C(PV))=0=C(V) o

to the cost function, we calculate the vertex c P é 0133
= + =0+ 3=
as follows to find an optimum solution. V) =CPN)+CV.)

Figure 3-3 is a state space graph for the é(\/3)=3 CPV))=0=C(V) o
example in Figure 3-2. The calculation of a cV) :C(PM))+6M)= 0+3=3

C(V,)=3 C(P(,))=0=C(,) SO
C(V)=C(P(V))+C(V.)=0+3=3

node of V'sC({) ae explaned as

follows

41

2
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M(V;)

@ C(V,)=3

M(V;)

(b) C(v,)=5

M(V,)

02
da ) q3 I/ ds
& q5 ds

M(Y,)

d1
di \\ q2 U3 / d>
& U4 ds
/ Os

Figure 3- 0 The calculation of anode of VI 'S C(VI) .

M M(V,)
dl\) Os { ds
“ Ua @

© C(V,)=3

We choose the minimum cost of node
(C(V,)) to expand. Now, d; presents the data
item that has been located (M (V,) =d,),
and the set of data items, d,, ds d,, presents
those not have been located
(M(,)=d,d,d, ). A dgorithm aways

choices the minimum cost of V to expand.

We cdculate the cost of data sequence of
di> d; (C(V,)) di> d; (C(V,)) and dy> dy

(C(V,) ),the result is presented in Figure 35,
then it expands V, (Figure 3-6) and V,
(Figure 3-7). In the instance, the optimal path

isd;~> d,~ ds;> d4, and the cost is equal to
8.
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.
M(V,)
d Js
->d,
Sd Q4
@ C(V,)=2 () C(V,) =2

Figure 3- 6 Expand Vs to calculatethe V. 'S C(V).

M(V,,) M(V,,)

2> d
2> d3

> ds

C(v,) =0

Figure 3- 7 Expand Vg to calculatethe V, 'S C(V)




3.3.2 Our agorithm

Algorithm A" Algorithm (s ).

Input s '- the ordering of dataitemsin the window.
Output An optimal data schedule(s ").

1. initia root r;

2.Q- f ;/* Q=Queue.

3M(N, )={f }; C(N,)=0;
4.add al N, intoQ;

5. exchtimedelete N, from Queue withMinC(N,);

6. for each dj ins'

7. if(d;1 M(N,)) then

8. new node N, ;

9. if N, exist dataitems belonged toQDS(q ))

10. if some dataitems in g M (N, ) and some dataitemsing. | M(N,) then
11. C(N, )=C(N, )+1

12. M(N,)=M(N,)E{d};

13. C(N, )=C(P(N, ) +C(N, )

14, T=true;

15. foreach N, in Q;

16. if (M(N,)EM(N,) and C(N, )EC(N,)) then
17. T=fdse;

18. abort the for loop;

19. if (M(N, )i M(N,) and C(N, )3 C(N,)) then
20. delete N, from Q;

21. if (T) then




First, we initial the root r (N, ), and let the
gueue, denoted as Q, is empty. The root node
is not placed any data item yet, that
isM(N, )=f , and its cost is equa to O,
presented as C(N, )=0. And thenN, is
added into the Q.

Line 5, removes the node N, with minimal

cost from the Q. Lines 6 to 13 explain how to

create nodes according to M(N,, ) . Lines9to

13 ceculate the cost of a new N, (the

blow-by-blow step is shown in section 3.2.2),

and we parent

d’'s M(N,) into M(N,) ad then

copy the node

appendd; into M(N, ) -

Lines 15 to 20 adjudge whether
have N, must be deleted from the Q

orN, has not added into the Q. Lines 16
to 18 show if M(N,) EM(N, )and the
cost of N, is less than the cost of
N, ( C(N,)EC(N,) ). Then we will
reject N, into the Q. For example, we

assume a node N, in the Q and

itsM(N, ) ={d, d,d,} and its cost is 5. The
new node N, and its M(N, )={d,d,} and
its cost is 8. We will reject N, into the Q.

Lines 19 to 20 explain how to delete the

nodes that can not find optimal solution.

If M(N,)I M(N,) and its cost is
greater than the cost of
N, ( C(N,)*C(N,) ). We will
delete N, from the Q and then add N, into
the Q. For example, if a node N, isin the
Q, and its M(N,) ={d,d,d,} and its cost
IS 9. The new
node N, has M(N, )={d,d,d;} ) and its
cost is 5. We will delete N, from the Q

and then add N, into the Q.

3.3.3 Set arangeto implement A’
algorithm

When a server collects clients query
patterns, produce a broadcast
schedule (shown in Figure 3-8). As

it will

description in section 3.1, A" agorithm

uses the branch and bound method to
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Figure 3- 0 Set awindow size.

reach its work. So we can predict that if

the number of data items becomes greater,
it also expends more time to estimate all

possible paths in a state space. For this
reason, we set a search range called
window size, denoted as W (shown in
Figure 3-8), and let the data items in the
scope are implemented by A” algorithm
until the window size includes the last

node. Notice that in order to cover data
items in front W, the shift scope, denoted as
| is between 1 to W. Therefore A™ agorithm
gets a broadcast schedule in a reasonable
time. In order to move data items in a proper

position, we reset continuously the start point

of the window denoted as offset, p. we
determine the p value between 0 to Win a

random way. On the left of p is the first
group to perform A" and the other data items
are enforced A" which are according to the
window size. We summarize our method as

follows

1  Input W, I ; /*Wistherangewhich

includes dataitemstorun A”.

2. [*1 isthewindow shift scope.
3. initial adata schedule;

4. repeat

5. random choose a number p;

/¥ 0<=p <W.



10.

11.

13.

st the first window covers the first p
dataitems and use A" agorithm

to schedule the data items;

repeat
shift right thewindow by | ;
*0<=l <W.

cdl A’ (s ') dgorithm to schedule
the data items in the window;
*s 'isthe ordering of data
items in the window.
until the window includes the last
data item;

until the cost converge;

4 Perfor mance Evaluation

In this chapter, we evaluae the
performance of the A" dgorithm and
compare our method with the QEM
algorithm [14]. We implement the algorithm
A" and QEM using Java language. The
performance metric is conddered in
experiments with the total access time of al
gueries. (Please see Chapter 2). We run these
programs on a PC with P4 20 GHz
micro-processor, 256MB RAM and 30GB
hard disk. In aur experiments, the selectivity
is denoted as S. Each query can include S
data items of N (the number of data items) at
most. For example, if N =100 and S = 2%,
each query can access 100 2% data items at

most. The query patterns access frequencies

are with two distributions (1) Normal

distribution (2) Uniform distribution.
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Figure4- 1 Total Access Time of various numbers of dataitems with different window sizes and
iterations. The query patterns’ access frequencies are uniform distribution.

In our agorithm, we just caculate al
possible paths which can find the optimal
solution. The cost function is described in
Section 3.2.2

4.1 Efficiency of the Various Window
Sizesand Iterations

In Figure 41, we use 100 query patterns
and S is equa to 26. The query patterns
access frequencies are uniform distribution.
When N areequal to 300 400 500 700

900 1000.

We observe the variation of window sizes
and iterations in the total access time.

As shown in the result, while W = 10 or
W = 8, the tota access time will be
converged in 200 iterations approximately.
But while W= 4 or W = 6, the total access
time is converged with more iterations. In
other words, if the number of data items



becomes greater and window size is smaller, 47.29% over QEM.
the A" agorithm needs more iterations to find

agood broadcast schedule. Table 4 1 Improvement ratio with different
data itemswith normal distribution

4.2 Efficiency of the Number of Data Normal Distribution
ltems # of
data | QEM A* Improve (%)
items

We assume that there are 100 query
patterns and the selectivity is 2%. We set
the W=4and | = W/2. The query patterns

access frequencies are with a normal

100 2192 1052 108.365019
200 4462 4119 8.327263899
300 519§ 5134 1.246591352
400 9740 4664 108.7441063
500 10397 9468 9.81199831

Average 47.29899577

distribution. We observe the variation of

total access time by changing the total

number of data items (N). The results are

shgwn in Figure 4-2. We set theW=4and | = W2. The query

patterns  access frequencies are with a

Ti

Nor mal Distribution

N = 100-500, Q = 100, |s 4nitorm, distribution. There are 100 query
patterns and the Sis 2%. We observe the total

Access

150 p0
100 p6 /7‘? ——QEM
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100200300400500
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access time variation with the numbers of
P odffalitems from 100 to 500. The results are
shown in Figure 4-3. A" ill outperforms

Tot al
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average, our approach yields improvement of Number of Data I|tenfs




Figure 4 3 Efficiency of the number of data
itemswith uniform distribution.
The improvement ratio about the change of
data items are shown in Table 4-2. The
results of A" are better than QEM in access
time. On average, our approach vyields
improvement of 137.17% over QEM.

Table4- 2 Improvement ratio with different

dataitems with uniform distribution

Uniform Distribution
#of data| QEM A* Improve (%)
items
100 11820 1830 545.9016
200 27800  1176(Q 136.3944
300 42200 42080  0.285171
400 672300 65450  2.719633
500 72820 72420  0.552334
Average 137.1707

approach.

m
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Figure 4- 4 Efficiency of the number of query
patterns with normal distribution.
The improvement ratio about the change of
data items are shown in Table 4-3. The
results of A" are better than QEM in access
time. On average, our approach yields
improvement of 21.67% over QEM.

4.3 Efficiency of the Number of Query
Patterns

Figure 4-4 is shown the results with various
numbers of query patterns. The numbers of
query patterns are among 100 to 900. We set
the W=4and | =W?2. The query patterns
access frequencies are with a norma
distribution. The number of dataitemsis 100,
and the S is 2%. A" outperforms QEM

Table 4 3 Improvement ratio with different
number of query patterns with normal distribution.
Normal Distribution
# qf QEM A* Improve (%)

queries
100 2192 1021 114.6915
200 2966 2798 6.004282
300 4642 4503 3.086831
400 5989 4256 40.71898
500 6418 6110 5.040917
600 8512 7769 9.56365
700 10041 9154 9.689753
800 11571 11381 1.669449




o0 | 14366 13734
Average

4.601718
21.67412

Figure 4-5 is shown the results with various
numbers of query patterns. The numbers of

query patterns are among 100 to 900. We st

Table 4- 4 Improvement ratio with different
number of query patterns with uniformdistribution

the W=4and | =W?2. The query patterns Uniform Distribution
access frequencies are with a uniform # of QEM A* Improve
queries (%)
distribution .The number of dataitemsis 100,
100 11820 1790 560.3352
and the S is 2%. Our proposed approach 200 21870 13020 67.97235
algorithm. 400 45510 33960 34.0104
£ 500 55010 40080 37.2509
” Uniform Distributiofn 600 73990 52960 39.70921
1) N = 100, Q = 100~900, S 0—6-2
° 700 85360 52360 63.02521
o 120 0r8-6
< 100068 — 800 96800 75850 27.6203
_ 80090 / /D’ ——QE
= 600pe—— S . 900 109590  8503] 28.88392
© 20068 —
0T Average 103.1909
1020%000B60®&0D0B0B0O0
Number of Queries((q) .. ..
4.4 Efficiency of Sdlectivity Parameter S

Figure 45 Efficiency of the number of query
patterns with uniform distribution.
The improvement ratio with different data
items are presented in Table 44. The results
of A" are superior to QEM in accesstime. On

average, our goproach yields improvement of
103.19% over QEM.

In this section, we observe the variation of
sdlectivity in the total access time. The
results are shown in Figure 46.We set the W
=4and | =W2. The query patterns’ access

frequencies are with a uniform digtribution .
We use 100 data items and 500 query patterns

in this experiment. The performance of A” is

better than QEM. As a query accesses more
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data items, our approach still can get a good
solution. the sdectivity is

smaller than 3%.

Particularly,

Ti me

Uni form Distributio
N = 100, Q = 500, S =

Access

250 0rf
200 06
150 06
100 06
500 p%

=

——QE
—m—AS

Tot al

2 3 4 5 6 7 8 9
Selectivity(%)

Figure 4- 6 Efficiency of different selectivity.

The improvement ratio with different
data items are presented in Table 45. The
results of A" are superior to QEM in access
time. On average, our approach vyieds
improvement of 15.95% over QEM.

Table 4 5 Improvement ratio with different

selectivity with uniformdistribution

Uniform Distribution
QEM A*

Selectivity Improve (%)

55010
100400
131290
153570
180210

3967(
8547(
118820
13938C
158240

38.66901941,
17.46811747
10.49486618
10.18080069
13.88397371

(o200 &2 I RE SN IOV I I \O)

191210
203810
226040

16947C
18564C
19775C

12.82822919
9.787761258
14.30594185
15.95233872

Average

2’ 5, _Gopglusion

In this paper, we have proposed an A’

ar method for the data broadcast problem which

mobile clients access more than one data
items. A" uses the branch and bound method
to reach its work. We also set a search range
and let the data items in the scope are
implemented A" in a reasonable time. We
compare our method with QEM [14]. The
proposed A strategy is shown to generally
outperform QEM.

In the future we will expend this work
on multi channdgls environment and data

items with non-uniform lengths.
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