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Abstract:

Two main parts of research results are
presented in this report. First, a novel robust
learning algorithm for optimizing fuzzy
neural networks is proposed to address two
important issues. how to reduce the outlier
effects and how to optimize fuzzy neura
networks, in the function approximation.
This algorithm is able to reduce the outlier
effects by cooperating with a conventional
robust approach, and then to optimize fuzzy
neural networks by determining the optimal
learning rates, which can minimize the next-
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step mean error at each iteration in our
algorithm. Second, on the basis of neura
networks, a novel digita watermarking
technique is proposed for color images. The
technique hides an invisible watermark into
a color image, and then effectively
cooperates neural networks to learn the
characteristics of the embedded watermark
related to the watermarked image.
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Fig. 1: (&) The desired function (curve). (b) The dashed curve is constructed by the training patterns,

and the solid curve represents the desired function. (¢) and (d) Results are constructed by FNN, and
FNN,,;, respectively.
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Fig. 2: (a) The E; learning curves of FNN, (solid) and FNN/, (dashed). (b) The comparisons of the
ensembl e-average-next-step errorsto training patterns for the FNN, (solid) and FNN,, (dashed).

Fig. 3: () The watermarked Lenna is rotated with 75° to the left. (b) and (c) exhibit two recovered
signatures from (a) by using our method (300 epochs) and Kutter's method, respectively. (d) The
watermarked Baboon is rotated with 75° to the left. (€) and (f) are recovered from (d) by using our
method (300 epochs) and Kutter's method, respectively.
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Fig. 4: (@ and (b) show two discriminations for 32 bits randomly selected from the recovered
signature in Figs. 3(b) and (c), respectively. (c) and (d) show two discriminations for 32 bits randomly
selected from the recovered signature in Figs. 3(f) and (€).
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